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#### Abstract

ELAINE GOROM-ALEXANDER. Multiscale Modeling for Crystalline Materials: A Comprehensive Study in Statics and Dynamics. (Under the direction of DR. XINGJIE HELEN LI)


Computational materials science plays a crucial role in advancing new and improved materials. To leverage the advantages of local and nonlocal methods and aid in the advancement of predictive capabilities for materials, multiscale models have been introduced. Many such methods have been proposed to overcome computational challenges in accuracy and efficiency. In this work, I begin by presenting a review of some multiscale methods for crystalline modeling to provide context for this dissertation.

Together with my advisor Dr. Xingjie Helen Li, we explore the static behavior of a bottom-up nonlocal-to-local coupling method, Atomistic-to-Continuum coupling, and explore the dynamic behavior of a nonlocal method, Peridynamics, to explore a bimaterial interface.

Inspired by the blending method developed by [1] for nonlocal-to-local coupling, we create a symmetric and consistent blended force-based Atomistic-toContinuum (AtC) scheme for one-dimensional atomistic chains. AtC coupling schemes have been introduced to utilize the accuracy of atomistic models near known defects and the computational efficiency of continuum models elsewhere. The conditions for the well-posedness of the underlying model are established by analyzing an optimal blending size and blending type to ensure the stability of the $H^{1}$ seminorm for the blended force-based operator. We present several numerical experiments to test and confirm the theoretical findings.

Then, we create a Peridynamics-to-Peridynamics scheme to model a bimaterial bar in one dimension. Peridynamics (PD) naturally allows for the simulation of crack propagation in its model due to its use of integro-differentials and time
derivatives instead of the spatial derivatives typical of classical models. Although PD can be computationally intensive, its ability to accurately model fracture behavior, especially at material interfaces, makes it a valuable tool for achieving high accuracy in simulations, especially due to the susceptibility of fracture where differing materials meet. We prove the conservation laws, derive the dispersion relation, and estimate the coefficient of reflection near the interface for this nonlocal-tononlocal problem. We seek an optimal nonlocal interaction kernel in the governing equation for the cross-material interaction to reduce spurious artifacts when the kernel is assumed to be constant.

Lastly, I discuss potential future development in Atomistic-to-Continuum coupling and Peridynamics.
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## CHAPTER 1: INTRODUCTION

A range of vital products, from airplanes to nuclear pellets to computer chips, need to withstand a variety of conditions to withstand fracture and perform optimally. The study of materials science has now reached a moment when computing technology and mathematical knowledge can lead to even more advances in accurate prediction than ever before [2]. Our fundamental relationship with materials may change radically in a world where the fracture of materials can be predicted with intense accuracy and easily accessible levels of technology.

An important aspect of modeling materials is the ability to reliably predict where material failure will occur. Continuum equations, derived from physical descriptions of materials, are typically characterized by partial differential equations (PDEs). They are typically computationally efficient, utilizing many commonly used finite methods such as finite element, finite volume, mesh-free, spectral, etc. However, they often fail to accurately model material failure because defects lack the regularity required to be captured in this way [2]. Conversely, while atomistic models can be extremely accurate, they are too computationally expensive to be utilized everywhere on a macroscopic material, because of limited computing power. Thus, mesoscopic models were created in an attempt to garner the benefits of both the atomistic and continuum equations, the accuracy of atomistic models with the computational ease of continuum models.

The two main strategies in multiscale models are bottom-up modeling (e.g., [3, 4, 5, 6, 7]) and top-down modeling (e.g., [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]). Bottom-up modeling typically consists of coarse-graining microscopic descriptions (e.g., atomistic models) of material behavior.Bottom-up methods have the poten-
tial to provide atomistic accuracy near defects and continuum finite element efficiency elsewhere [19]; however, this type of modeling requires prior knowledge of potential fractures to use the benefits appropriately. Atomistic-to-continuum coupling is an attractive type of bottom-up modeling, since they can smoothly transition from atomistic to continuum scales. There are many types of AtC coupling methods, including the Arlequin method, morphing approach, quasinonlocal coupling, etc. Top-down methods typically inform macroscopic models (e.g., continuum equations) with physics gleaned from microscopic scales or refining the resolution of said macroscopic models. They can reproduce simple physical principles. It is typical for top-down models to use integrals or integro-differentials where material points interact through short-range forces. Peridynamics is often used in top-down nonlocal approaches for nonlocal mechanics.

The focus of this dissertation is on the static and dynamic properties of coupling methods in multiscale modeling. This encompasses creating a 1D symmetric and consistent force-based blending method for Atomistic-to-Continuum coupling and providing the numerical analysis to ensure the scheme will provide a solution and creating a model for a one-dimensional bimaterial system using Peridynamics and ensuring that physical properties are preserved and numerical artifacts are reduced. The foundation for stability analysis of Peridynamics lies in the AtC numerical analysis. Thus, my objective is to explore the interconnections between bottom-up methods and top-down methods and to understand how their analyses can benefit one another. Additionally, creating the foundation for the treatment of a bimaterial interface using Peridynamics will provide a basis for future local-to-nonlocal coupling in which two or more materials are present such that the governing equation is created and physical properties explored in this dissertation can be used near the interface and a local model can be used further away.

The remainder of this dissertation is arranged as follows:


Figure 1.1: This image shows the distinction between the two main strategies in multiscale models and how they relate to the work presented in this dissertation. The time/length scale and the representative AtC and PD images are from Dr. Xingjie Helen Li's notes and the specific 1D images for these projects located on the right were created by me.

- The remainder of Chapter 1 compiles some ideas of the current state of multiscale modeling to give context to this dissertation. The various challenges associated with multiscale modeling are explored.
- Chapter 2 gives a brief background on AtC coupling before delving into the creation of a symmetric, blended force-based AtC coupling scheme and its numerical analysis. Stability parameters are suggested for the convergence of this scheme for several popular iterative methods.
- Chapter 3 delves into the dynamics of a bimaterial system using Peridynamics to model both materials. The accuracy of Peridynamics is crucial in modeling this interface that is susceptible to fracture. We explore the physical consistency of the model and how to reduce spurious reflection.
- Chapter 4 will conclude with possible extensions of the work presented in this dissertation.


### 1.1 A Review of Local-to-Nonlocal Coupling

Several multiscale methods have been proposed (e.g., $[20,4,5,21,9,2,8,10,11$, 15] and many more). Local-to-nonlocal coupling methods have the potential to
accurately and efficiently reproduce material behavior. Numerous methods and techniques have been suggested to address some of the various computational challenges in fidelity and efficiency. The creation of multiscale modeling schemes and their numerical analyses is a fairly current field, with the first of such methods being created near the end of the twentieth century [22]. Numerical analysis of such schemes remains an open field of research. Fortunately, advances in computing power and parallel computing have increased the use of these methods [2]. The purpose of this dissertation is to add to the field of multiscale models by providing robust numerical analysis to ensure the accuracy and efficiency of the proposed schemes.

In this section, I will briefly discuss a review of some local-to-nonlocal coupling, especially many of those that have informed the work in this dissertation. For a more detailed review of local-to-nonlocal coupling with examples through the lens of nonlocal diffusion and nonlocal mechanics, specifically using Peridynamics for static problems, see [16]. There is limited literature available on the analytical properties and dynamic behavior of local-to-nonlocal coupling.

Some of the challenges in designing a multiscale scheme is ensuring that it is physically consistent. A model is physically consistent if it is able to capture the behavior of the system following the underlying physical principles. For a review of many local-to-nonlocal coupling methods and whether or not they are physically consistent, see [16]. In this context, it should be able to capture the phenomenon at various time and length scales.

A model should also be able to accurately behave as expected; and thus, should be patch-test consistent. A coupling model is patch-test consistent if, in the absence of external force, the coupled model returns the local solution. For a review of many local-to-nonlocal coupling methods and whether or not they are patch test consistent, see [16]. The main idea behind patch-test consistency is that it can ac-
curately reproduce known solutions.
Also, as a result of combining schemes at various length scales, artifacts can be produced from the model itself. Eliminating or reducing spurious artifacts is also a challenge when designing schemes [16]. In static schemes, the reduction or elimination of "ghost forces" is of import, and, in dynamic schemes, the reduction of artificial reflection can be important to the validity of the proposed scheme.

Treatment of the interface region between coupled schemes is also important and varied among many of the different schemes [16]. Finally, a scheme should be stable and solvable [23].

Many Atomistic-to-Continuum coupling schemes can be categorized as energybased or force-based. A challenge of many energy-based AtC schemes is the production of "ghost forces". In [24], an energy-based quasicontinuum method is created in which atomistic and Cauchy-Born energy are concurrently coupled. They cannot eliminate the "ghost forces" and thus are not patch-test consistent, but they control the amount of ghost force with the size of the blending region. This approach, which uses the size of the blending region to manage stability and reduce numerical artifacts, is a crucial concept that informs the analysis of our force-based AtC scheme in Chapter 2. Many other energy-based schemes have been proposed that create energy-based schemes that are free from ghost forces [25], [26], [6], [27], but they are beyond the scope of this work.

The force-based blended scheme created in Chapter 2 is inspired by the consistent force-based coupling scheme for Peridynamics and classical elasticity [1]. They introduce a blending function symmetrically that smoothly transitions between the nonlocal and local models such that it passes Newton's third law and is linearly patch-test consistent. Although they do not perform a numerical stability analysis of their scheme, this approach serves as a foundation for extending the force-based scheme developed in this dissertation to provide an optimal blending
width to ensure convergence of the scheme.
Work using Atomistic-to-Continuum coupling and Nonlocal-to-Local methods are an active fields of research. Current work in local-to-nonlocal coupling includes the incorporation of machine learning techniques for ease of parameter selection [28] and its possible use to couple machine learning techniques with Peridynamics [29], [30].

## CHAPTER 2: Atomistic-to-Continuum Coupling

### 2.1 Introduction

This chapter is adapted from the work published in [31]. In this work, we employ a symmetric blending strategy inspired by Seleson et al. for the nonlocal-to-local coupling $[10,11]$ and develop a new force-based atomistic-to-continuum model for a one-dimensional atomistic chain.

We then study the stability property of the new coupling scheme in terms of the blending function and its blending size using similar mathematical tools from [32]. We investigate the optimal number of atoms within the blending region to ensure the positive definiteness of the resulting force blending operator under the discrete $H^{1}$ seminorm. The results admit a very narrow blending region to maintain coercivity and efficiency when the number of atoms is large. In addition, the stability analysis developed in this work is crucial for the convergence of several popular iterative methods for solving large-force equilibrium systems.

The remaining chapter will be arranged as follows.

- In the remainder of this section, background on AtC coupling is introduced and the notation necessary for this work will be presented.
- In Section 2, we introduce the force-based symmetric blending method for an atomistic chain in one dimension. First, we construct an atomistic linearized force equation and a continuum linearized force equation from the atomistic energy equation. The consistency between these methods is discussed in Proposition 2.2.2. A blending function is then introduced to symmetrically combine these two force-based equations.
- In Section 3, we establish the optimal conditions on the size of the blending region for the blending force operator with respect to the $H^{1}$ stability. Theorem 2.3.1 and Theorem 2.3.2 establish these conditions.
- In Section 4, a uniform stretch is applied to compute critical strain errors for various types of blending functions with different blending sizes. Also in Section 4, we test a sine and Gaussian external force on the system to model displacement with our force-based blending method. The displacements produced by the blending methods with sufficient blending size agree with those of fully atomistic models. Furthermore, we compare the impact of the interaction range of the atomistic model and observe that an interaction range potential greater than 2 neighbors does not change the displacement significantly.


### 2.1.1 Atomistic-to-Continuum Coupling of One-Dimensional Chain

### 2.1.2 Notations

We consider an atomistic chain in one dimension with finite interaction range up to the $N$-th nearest neighbor and a total number of $2 M$ atoms within the domain $\Omega$. We denote the scaled reference lattice $x_{\ell}=a \ell$ for $\ell \in \mathbb{Z}$ with fixed reference lattice spacing constant $a:=\frac{1}{M}$ such that we can select a reference domain that is fixed to
$\Omega=(-1,1]$. We assume the interaction range, $N$, to be fixed. The chain is deformed to a current configuration $y_{\ell}=x_{\ell}+u_{\ell}$.


M
Figure 2.1: Reference lattice for 1D chain.

The displacement field $u=\left(u_{\ell}\right)_{\ell \in \mathbb{Z}}: \mathbb{Z} \rightarrow \mathbb{R}$ is assumed to be $2 M$ periodic dis-
crete function and $\mathcal{U}$ denotes the space of all $2 M$ periodic displacement functions

$$
\mathcal{U}:=\left\{u: u_{\ell+2 M}=u_{\ell} \mid \ell \in \mathbb{Z}\right\} .
$$

Accordingly, we set the deformation space by

$$
\mathcal{Y}:=\left\{y: y_{\ell}=x_{\ell}+u_{\ell} \mid u \in \mathcal{U}, \ell \in \mathbb{Z}\right\} .
$$

We also define the discrete differentiation operator for simplicity, $u^{\prime}$, on periodic displacements by

$$
u_{\ell}^{\prime}:=\frac{u_{\ell+1}-u_{\ell}}{a} .
$$

Then we may define the higher-order discrete differentiation $u^{\prime \prime}, u^{(3)}$, and $u^{(4)}$ for $\ell$ by

$$
\left\{\begin{array}{l}
u_{\ell}^{\prime \prime}:=\frac{u_{\ell}^{\prime}-u_{\ell-1}^{\prime}}{a}  \tag{2.1.1}\\
u_{\ell}^{(3)}:=\frac{u_{\ell+1}^{\prime \prime}-u_{\ell}^{\prime \prime}}{a} \\
u_{\ell}^{(4)}:=\frac{u_{\ell}^{(3)}-u_{\ell-1}^{(3)}}{a}
\end{array}\right.
$$

Note that each higher-order derivative alternates between forward and backward differencing such that each even-order derivative will have a discrete derivative defined central differencing.

We also employ the discrete $H^{1}$ seminorm, $|u|_{H^{1}}^{2}=\left\|u^{\prime}\right\|_{\ell_{2}}^{2}$ in the stability analysis. For a displacement $u \in \mathcal{U}$ and its discrete derivatives, we employ the discrete $\ell^{2}$ and $\ell^{\infty}$ norms for this periodic setting by

$$
\begin{equation*}
\|u\|_{\ell^{2}}^{2}:=\sum_{\ell=-M+1}^{M}\left|u_{\ell}\right|^{2} a, \quad \text { and } \quad\|u\|_{\ell \infty}:=\max _{-M+1 \leq \ell \leq M}\left|u_{\ell}\right| . \tag{2.1.2}
\end{equation*}
$$

In particular, the associated inner product for $\ell_{2}$ is

$$
\langle u, w\rangle:=\sum_{\ell=-M+1}^{M} u_{\ell} w_{\ell} a .
$$

Meanwhile, we proceed with defining $\widetilde{u}: \mathbb{R} \rightarrow \mathbb{R}$ as a quintic spline interpolation of $u$ such that

$$
\begin{align*}
\widetilde{u}(a \ell) & =u_{\ell} \\
\widetilde{u}(-M a) & =\widetilde{u}(M a)  \tag{2.1.3}\\
\lim _{t \rightarrow(a \ell)^{-}} \frac{d^{\omega} \widetilde{u}}{d x^{\omega}}(t) & =\lim _{t \rightarrow(a \ell)^{+}} \frac{d^{\omega} \widetilde{u}}{d x^{\omega}}(t), \quad \omega=1, \ldots, 4
\end{align*}
$$

As $\widetilde{u}$ is a continuous function, we can introduce the notation for its derivatives, for instance, $\widetilde{u}_{x}$ as its first derivative at $(a \ell)$, and $\widetilde{u}_{x x}$ as its second derivative at (al), etc.

We can compare the derivatives of $\widetilde{u}(x)$ with the differencing of $u_{\ell}$. Clearly, we have

$$
\begin{align*}
u_{\ell}^{\prime} & =\widetilde{u}_{x}(a \ell)+\frac{a}{2} \widetilde{u}_{x x}(\tilde{\xi}) \\
u_{\ell}^{\prime \prime} & =\widetilde{u}_{x x}(a \ell)+\frac{a^{2}}{12} \widetilde{u}_{x x x x}(\tilde{\xi}) \tag{2.1.4}
\end{align*}
$$

Note that throughout, the subscript $\ell$ is used to denote when discrete differentiation is employed; whereas the subscript $x$ is used to denote when considering the true derivatives.

As in [32], we will frequently use the following discrete summation by parts identity:

Lemma 2.1.1. Suppose $\left\{u_{\ell}\right\}_{\ell=a+1}^{b}$ and $\left\{v_{\ell}\right\}_{\ell=a+1}^{b}$ are two sequences, then we have

$$
\sum_{\ell=a+1}^{b} u_{\ell}\left(v_{\ell}-v_{\ell-1}\right)=\left[u_{b} v_{b}-u_{a} v_{a}\right]-\sum_{\ell=a+1}^{b}\left(u_{\ell}-u_{\ell-1}\right) v_{\ell-1}
$$

Furthermore, when both $\left\{u_{\ell}\right\}_{\ell=a+1}^{b}$ and $\left\{v_{\ell}\right\}_{\ell=a+1}^{b}$ are periodic sequences with $u(a)=u(b)$ and $v(a)=v(b)$, we have

$$
\sum_{\ell=a+1}^{b} u_{\ell}\left(v_{\ell}-v_{\ell-1}\right)=-\sum_{\ell=a+1}^{b}\left(u_{\ell}-u_{\ell-1}\right) v_{\ell-1}
$$

We use this lemma to find conditions on coupling to ensure the positivedefiniteness of the bilinear form of the symmetric, blended force-based operator.

We state a discrete Poincaré inequality for use in the numerical analysis

$$
\|u\|_{\ell^{\infty}} \leq\|D u\|_{\ell^{1}} \quad \forall u \in U .
$$

### 2.2 Derivation of the Symmetric and Consistent Force-Based Scheme

In this section, we will introduce the reference atomistic model and then derive the continuum approximation. After this, we introduce a blending function to symmetrically combine these two models. Utilizing this blending function, we created a coupling scheme for the blended atomistic and continuum forces.

### 2.2.1 Atomistic and Continuum models

### 2.2.1.1 Atomistic and Continuum Energy Formulations

We now consider a one-dimensional atomistic periodic chain deformed into configuration $y \in \mathcal{Y}$. Recall that the atomistic periodicity is fixed at $2 M$, and the interaction range is fixed to $N$ neighbors. The total atomistic energy for this periodic chain is given by

$$
\begin{equation*}
E^{a, t o t}(y):=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{a}{2} \phi\left(\frac{y_{\ell+k}-y_{\ell}}{a}\right) \tag{2.2.1}
\end{equation*}
$$

where $\phi(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is a Lennard-Jones type inter-atomic potential describing the potential energy between atoms. It can also be viewed as the energy density
per unit volume for pairwise interactions. We assume that $\phi(\cdot)$ has the following properties:

- $\phi(r)=\phi(|r|)$;
- $\phi$ is at least four times differentiable; and
- $\phi_{x x}(1)>0$ and $\phi_{x x}(k) \leq 0$ for $k \geq 2$.

In numerical experiments, we utilize the Morse Potential,

$$
\begin{equation*}
\phi(r)=D_{e} \times\left[1-e^{-\alpha\left(r-r_{e}\right)}\right]^{2} \tag{2.2.2}
\end{equation*}
$$

for the interaction potential due to its popularity in applications. For a description of the relationship between the Lennard-Jones potential and the Morse potential, see [33]. A graphical illustration can be found in Figure 2.2.


Figure 2.2: Graphical illustration of the Lennard-Jones type interaction potential (Morse potential) used in numerical experiments. Notice that the local minimum is achieved at the nearest neighbour distance $r=r_{e}$.

Next, we derive the continuum model only by using the first neighbor distance, that is, we only use the differencing $u_{\ell}^{\prime}$ as we approximate the argument for $\phi$.

For $k=2, \ldots, N$, we have

$$
\begin{aligned}
\frac{y_{\ell+k}-y_{\ell}}{a} & =\frac{x_{\ell+k}-x_{\ell}+u_{\ell+k}-u_{\ell}}{a} \\
& =k+u_{\ell}^{\prime}+\sum_{j=1}^{k-1} u_{\ell+j}^{\prime}
\end{aligned}
$$

Using the error estimates listed in (2.1.4), we can replace $u_{\ell+j}^{\prime}$ by $u_{\ell}^{\prime}$ and estimate the discrepancy

$$
\begin{align*}
\frac{y_{\ell+k}-y_{\ell}}{a} & =k+u_{\ell}^{\prime}+\sum_{j=1}^{k-1} \widetilde{u}_{x}(a(\ell+j))+c_{1} a \\
& =k+u_{\ell}^{\prime}+\sum_{j=1}^{k-1} \widetilde{u}_{x}((a \ell))+c_{2} a  \tag{2.2.3}\\
& =k+k u_{\ell}^{\prime}+c_{3} a
\end{align*}
$$

where $c_{1}, c_{2}$ and $c_{3}$ are constants depending on $k$ and regularity of $\widetilde{u}$. For $k=$ $-N, \ldots,-2$, we can obtain similar consistency estimates.

The atomistic energy equation is rooted in discrete, nonlocal energy descriptions. Assuming the finest mesh with each atom regarded as a node and substituting the previous approximation into the atomistic energy (2.2.1), we thus define the continuum energy as

$$
\begin{equation*}
E^{c}(u):=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{a}{2} \phi\left(k+k u_{\ell}^{\prime}\right) . \tag{2.2.4}
\end{equation*}
$$

So far, both the atomistic energy and the continuum energy are non-linearly dependent on the displacement field $\left\{u_{\ell}\right\}_{\ell=-M+1}^{M}$, and we would like to apply further simplifications to obtain linear models.

To linearize the total atomistic energy, we follow a similar argument as deriving
the continuum energy,

$$
\begin{aligned}
\frac{y_{\ell+k}-y_{\ell}}{a} & =\frac{x_{\ell+k}-x_{\ell}+u_{\ell+k}-u_{\ell}}{a} \\
& =k+\frac{u_{\ell+k}-u_{\ell}}{a} .
\end{aligned}
$$

Therefore, the total atomistic energy can be written as

$$
\begin{align*}
E^{a, t o t}(y) & :=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2} \phi\left(\frac{y_{\ell+k}-y_{\ell}}{a}\right) \\
& =\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2} \phi\left(k+\frac{u_{\ell+k}-u_{\ell}}{a}\right) \tag{2.2.5}
\end{align*}
$$

Next, we utilize the Taylor expansion to $\phi\left(k+\frac{u_{\ell+k}-u_{\ell}}{a}\right)$ at the reference configuration to linearize the expression.

$$
\begin{aligned}
\phi\left(k+\frac{u_{\ell+k}-u_{\ell}}{a}\right)=\phi(k) & \left.+\frac{u_{\ell+k}-u_{\ell}}{a} \phi_{x}(k)+\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right] \\
& +O\left(\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{3}\right)
\end{aligned}
$$

Inserting the Taylor approximation into the atomistic energy equation (2.2.5), we obtain the following result

$$
\begin{align*}
\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2}[\phi(k) & +\frac{u_{\ell+k}-u_{\ell}}{a} \phi_{x}(k)+\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)  \tag{2.2.6}\\
& \left.+O\left(\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{3}\right)\right]
\end{align*}
$$

Then, without loss of generality, we assume $\sum_{\substack{k=-N \\ k \neq 0}}^{N} \phi(k)=0$ since this term will not contribute to the force. Also, since the reference configuration is a local mini-
mizer and the potential is symmetric, we have

$$
\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{u_{\ell+k}-u_{\ell}}{a} \phi_{x}(k)=0
$$

Thus, the linearized atomistic energy is

$$
\begin{equation*}
E^{a, l i n}(u):=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) \tag{2.2.7}
\end{equation*}
$$

Following the linearization of the atomistic energy, for the continuum energy, we utilize Taylor expansion to $\phi\left(k+k u_{\ell}^{\prime}\right)$ at the reference configuration to linearize the expression

$$
\phi\left(k+k u_{\ell}^{\prime}\right)=\phi(k)+k u_{\ell}^{\prime} \phi_{x}(k)+\frac{1}{2}\left(k u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)+O\left(\left(k u_{\ell}^{\prime}\right)^{3}\right) .
$$

Inserting the Taylor approximation into the continuum energy equation (2.2.4), we obtain the following result

$$
\begin{equation*}
\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{a}{2}\left(\phi(k)+k u_{\ell}^{\prime} \phi_{x}(k)+\frac{1}{2}\left(k u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)+O\left(\left(k u_{\ell}^{\prime}\right)^{3}\right)\right) \tag{2.2.8}
\end{equation*}
$$

Following the same justification as above regarding the terms of the Taylor expansion, the linearized continuum energy associated with the finest mesh is defined
as

$$
\begin{align*}
E^{c, l i n}(u) & :=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)\right)  \tag{2.2.9}\\
& =\sum_{\ell=-M+1}^{M}\left(\sum_{k=1}^{N} \frac{k^{2}}{2} \phi_{x x}(k)\right)\left(u_{\ell}^{\prime}\right)^{2} a .
\end{align*}
$$

Remark 2.2.1. Notice that the classical continuum mechanics for interaction range up to the $N$-th nearest neighbor has the following form:

$$
\begin{equation*}
\widetilde{E}^{c, l i n}(\widetilde{u})=\int W\left(\frac{d \widetilde{u}}{d x}\right)^{2} d x \tag{2.2.10}
\end{equation*}
$$

where $\frac{d \widetilde{u}}{d x}$ is the deformation field and $W$ represents the strain energy density

$$
\begin{equation*}
W:=\sum_{k=1}^{N} \frac{k^{2}}{2} \phi_{x x}(k) . \tag{2.2.11}
\end{equation*}
$$

If we use a fine mesh and applying a Riemann sum to approximate the integral of (2.2.10), we can convert (2.2.10) into (2.2.9). Therefore, the linearized continuum energy for a discrete lattice system that was derived from the discrete total atomistic energy is consistent with the theory of classical continuum mechanics. For consistency between classical continuum mechanics and linearized continuum energy, we refer to Appendix A as it closely follows the consistency for the linearized continuum force equation and the description of the atomistic force.

Since we have obtained the atomistic and continuum energies, we will summarize the truncation errors in the next proposition.

Proposition 2.2.1 (Consistency Analysis of Linearized Energy Formulations). Given a fully refined continuum mesh on the one-dimensional atomistic chain, we derive the lin-
earized continuum energy equation (2.2.9),

$$
E^{c, l i n}(u):=\sum_{\ell=-M+1}^{M} \sum_{\substack{c=-N \\ k \neq 0}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)\right)
$$

from the atomistic energy description, (2.2.1),

$$
E^{a, l i n}(u):=\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) .
$$

with the deformed configuration and the displacement field linked by $y_{\ell}=x_{\ell}+u_{\ell}$. Then, the consistency between the linearized continuum energy equation and the atomistic energy equation is $O\left(a^{2}\right)$.

Proof. Comparing $E^{c, l i n}$ and $E^{a, l i n}$, we have

$$
\begin{aligned}
E^{c, l i n}-E^{a, l i n}= & \sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)\right) \\
& -\sum_{\ell=-M+1}^{M} \sum_{\substack{ \\
k=-N \\
k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) .
\end{aligned}
$$

For any $k=2, \ldots, N$, we compare $u_{\ell+k}$ around $\ell$. Recall the quintic spline interpolation $\widetilde{u}$ defined in (2.1.3), we have

$$
u_{\ell+k}=u_{\ell}+k a \tilde{u}_{x}+O\left(a^{2}\right)
$$

Thus, for all $k$,

$$
u_{\ell+k}-u_{\ell}=k a \widetilde{u}_{x}+O\left(a^{2}\right)
$$

Then, the consistency analysis of energies yields:

$$
\begin{aligned}
& E^{c, l i n}-E^{a, l i n} \\
& =\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(u_{\ell}^{\prime}\right)^{2} \phi_{x x}(k)\right) \\
& -\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) \\
& =\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(\frac{u_{\ell+1}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) \\
& -\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{u_{\ell+k}-u_{\ell}}{a}\right)^{2} \phi_{x x}(k)\right) \\
& =\sum_{\ell=-M+1}^{M} \sum_{\substack{\begin{subarray}{c}{=-N \\
k \neq 0} }}\end{subarray}}^{N} \frac{a}{2}\left(\frac{k^{2}}{2}\left(\frac{a \widetilde{u}_{x}+O\left(a^{2}\right)}{a}\right)^{2} \phi_{x x}(k)\right) \\
& -\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2}\left(\frac{1}{2}\left(\frac{k a \tilde{u}_{x}+O\left(a^{2}\right)}{a}\right)^{2} \phi_{x x}(k)\right) \\
& =\sum_{\ell=-M+1}^{M} \sum_{\substack{k=-N, k \neq 0}}^{N} \frac{a}{2} \frac{k^{2}}{2} \phi_{x x}(k)+O\left(a^{2}\right)-\sum_{\substack{\ell=-M+1}}^{M} \sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{a}{2} \frac{k^{2}}{2} \phi_{x x}(k)+O\left(a^{2}\right) \\
& =O\left(a^{2}\right) .
\end{aligned}
$$

### 2.2.1.2 Atomistic and Continuum Force Formulations

Next, we derive the formulae of forces for both linear atomistic and continuum models. Because the mesh is fully refined, the linearized continuum force of atom $\ell$ can be obtained from taking the first order variation of the linearized continuum
energy (2.2.9) with respect to $u_{\ell}$, we thus get:

$$
\begin{align*}
F_{\ell,}^{c, l i n}(u) & :=\frac{1}{a} \frac{\delta E^{c, l i n}(u)}{\delta u_{\ell}}=\frac{\delta\left[\sum_{j=-M+1}^{M}\left(\sum_{k=1}^{N} \frac{k^{2}}{2} \phi_{x x}(k)\right)\left(u_{j}^{\prime}\right)^{2}\right]}{\delta u_{\ell}} \\
& =-\left(\left(\sum_{k=1}^{N} \frac{k^{2}}{2} \phi_{x x}(k)\right) \frac{2\left(u_{\ell+1}-u_{\ell}\right)}{a^{2}}-\left(\sum_{k=1}^{N} \frac{k^{2}}{2} \phi_{x x}(k)\right) \frac{2\left(u_{\ell}-u_{\ell-1}\right)}{a^{2}}\right) \\
& =-\left(\sum_{k=1}^{N} k^{2} \phi_{x x}(k)\right) u_{\ell}^{\prime \prime} \tag{2.2.12}
\end{align*}
$$

where we recall the shorthand notation $u_{\ell}^{\prime \prime}$ as

$$
u_{\ell}^{\prime \prime}:=\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}
$$

For the atomistic forces, we recall $y_{\ell}=x_{\ell}+u_{\ell}$, take the first order variation of the total atomistic energy (2.2.1) at atom $\ell$ and notice that we employ the forward finite-differencing, hence, we obtain

$$
\begin{align*}
F_{\ell,}^{a}(u) & :=\frac{\delta E^{a, t o t}}{\delta u_{\ell}}=\frac{\delta}{\delta u_{\ell}} \sum_{j=-M+1}^{M} \sum_{\substack{ \\
k \neq-N \\
k \neq 0}}^{N} \frac{1}{2} \phi\left(\frac{y_{j+k}-y_{j}}{a}\right) \\
& =-\sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{1}{2 a}\left(\phi_{x}\left(k+\frac{u_{\ell+k}-u_{\ell}}{a}\right)-\phi_{x}\left(k+\frac{u_{\ell}-u_{\ell-k}}{a}\right)\right) \tag{2.2.13}
\end{align*}
$$

Linearizing the forces around the reference configuration by applying the Taylor expansion to $\phi_{x}(\cdot)$, we obtain the linearized atomistic forces

$$
\begin{align*}
F_{\ell,}^{a, l i n}(u) & :=-\sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right)  \tag{2.2.14}\\
& =-\sum_{k=1}^{N} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) .
\end{align*}
$$

In the next proposition, we summarize the consistency errors between the linearized atomistic and linearized continuum forces.

Proposition 2.2.2 (Consistency analysis of force). Given a fully refined continuum mesh on the one-dimensional atomistic chain, the linearized atomistic force equation (2.2.14) for the atom $\ell$ is

$$
F_{\ell,}^{a, l i n}(u):=-\sum_{k=1}^{N} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right)
$$

and the linearized continuum force equation (2.2.12) for node $\ell$ is

$$
F_{\ell,}^{c, l i n}(u)=-\left(\sum_{k=1}^{N} k^{2} \phi_{x x}(k)\right) u_{\ell}^{\prime \prime}
$$

Thus, the consistency error between (2.2.14) and (2.2.12) is $O\left(a^{2}\right)$.
Proof. Comparing $F^{c, l i n}$ and $F^{a, l i n}$, we have

$$
F_{\ell,}^{c, l i n}(u)-{ }_{\ell} F^{a, l i n}(u)=-\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} u_{\ell}^{\prime \prime}\right)+\sum_{k=1}^{N} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) .
$$

For any $k=2, \ldots, N$, we compare $u_{\ell+k}$ and $u_{\ell-k}$ around $\ell$. Recall the quintic-spline
interpolation $\widetilde{u}$ defined in (2.1.3), we have

$$
\begin{aligned}
& u_{\ell+k}= \widetilde{u}(a(\ell+k))-\widetilde{u}(a \ell)+\widetilde{u}(a \ell)=u_{\ell}+k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}+\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x} \\
&+O\left(a^{4}\right), \\
& u_{\ell-k}=\widetilde{u}(a(\ell-k))-\widetilde{u}(a \ell)+\widetilde{u}(a \ell)=u_{\ell}-k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}-\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x} \\
&+O\left(a^{4}\right) .
\end{aligned}
$$

Utilizing this Taylor expansion for the linear atomistic and linear continuum force equations, the consistency analysis yields

$$
\begin{aligned}
F_{\ell,}^{c, l i n} & (u)-F_{\ell,}^{a, l i n}(u) \\
& =-\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} u_{\ell}^{\prime \prime}\right)+\sum_{k=1}^{N} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) \\
& =-\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right)+\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} \widetilde{u}_{x x}+O\left(a^{2}\right)\right) \\
& =-\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} \widetilde{u}_{x x}+O\left(a^{2}\right)\right)+\sum_{k=1}^{N} \phi_{x x}(k)\left(k^{2} \widetilde{u}_{x x}+O\left(a^{2}\right)\right) \\
& =O\left(a^{2}\right) .
\end{aligned}
$$

A more thorough proof can be seen in Subsection A.
Remark 2.2.2. Notice that $a$ is chosen to be $\frac{1}{M}$ with $M$ large; therefore, the consistency error becomes small when the number of atoms within $\Omega$ is sufficiently large.

### 2.2.2 Derivation of a Symmetric Blending Model for the AtC Coupling

In this section, we will derive a symmetric and consistent force-based Atomistic-to-Continuum scheme for the one-dimensional atomistic chain.

We first divide the domain of interest into three distinct subdomains:

- $\Omega^{a}$ : the domain described by the atomistic force;
- $\Omega^{c}$ : the domain described by the continuum force; and
- $\Omega^{b}$ : the blending region where the atomistic and continuum force models are both used.

We now introduce a smooth blending function $\beta$ that can be defined as such:

Definition 2.2.1 (Definition of blending function). We may define a smooth blending function $\beta_{\ell}$ such that:

$$
\beta_{\ell}= \begin{cases}1, & \ell \in \Omega^{a}  \tag{2.2.15}\\ 0, & \ell \in \Omega^{c} \\ \in(0,1), & \ell \in \Omega^{b}\end{cases}
$$

This blending function can take many forms and we will employ linear-spline, cubic-spline, and quintic-spline blending functions as can be seen in the following figure.


Figure 2.3: Possible blending functions that were included in the numerical simulations.

Notice that creating a linearized force equation will give way to easier analysis in studying the stability of the scheme and providing insights on the coupling
conditions of more general cases, so we focus on blending the linearized atomistic and continuum forces. For a consistent symmetry, we start from $k=-N, \ldots, N$, and $k \neq 0$. Consequently, we start from the linearized, atomistic force equation in (2.2.14) and incorporate the blending function $\beta_{\ell}$ as follows:

$$
\begin{aligned}
F_{\ell,}^{a, l i n} & :=-\sum_{k=1}^{N} \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}=-\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}} \\
& =-\sum_{\substack{k=-N \\
k \neq 0}}^{N}\left(\frac{\beta_{\ell}+\beta_{\ell+k}}{2}\right) \frac{1}{2} \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}} \\
& -\sum_{\substack{k=-N \\
k \neq 0}}^{N}\left(1-\frac{\beta_{\ell}+\beta_{\ell+k}}{2}\right) \frac{1}{2} \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}},
\end{aligned}
$$

such that the term $\frac{u_{\ell+|k|}-2 u_{\ell}+u_{\ell-|k|}}{a^{2}}$ is multiplied by the pair $\left(\frac{\beta_{\ell}+\beta_{\ell+|k|}}{2}\right)$ and $\left(\frac{\beta_{\ell}+\beta_{\ell-|k|}}{2}\right)$, respectively. Next, we further simplify and get

$$
\begin{align*}
F_{\ell,}^{a, l i n}=- & \sum_{k=1}^{N} \\
& \left(\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}  \tag{2.2.16}\\
& -\sum_{k=1}^{N}\left(1-\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}} .
\end{align*}
$$

Then, we approximate the second term of the equation by using the linearized continuum portion. Therefore, we get the blended quasicontinuum force function
which is defined as:

$$
\begin{align*}
& F_{\ell,}^{b q c f, l i n}(u):=- \\
& \sum_{k=1}^{N}\left(\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}  \tag{2.2.17}\\
&  \tag{2.2.18}\\
& \quad-\sum_{k=1}^{N}\left(1-\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}} \\
& =- \\
& \quad \sum_{k=1}^{N}\left(\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) \frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}} \\
& \\
& \quad-\sum_{k=1}^{N}\left(1-\frac{\beta_{\ell-k}+2 \beta_{\ell}+\beta_{\ell+k}}{4}\right) \phi_{x x}(k) k^{2} u_{\ell}^{\prime \prime} .
\end{align*}
$$

Remark 2.2.3. As $\ell-k$ and $\ell+k$ are both employed in the term of the blending function, this blending operator is symmetric as in [10].

We also see that the first term recovers (2.2.14) for $\beta \equiv 0$, and the second term recovers (2.2.12) for $\beta \equiv 1$. Thus, the consistency error between the linearized $F_{\ell,}^{b q c f, l i n}$ and $F_{\ell,}^{a, l i n}$ is also of $O\left(a^{2}\right)$.

### 2.3 Stability Analysis for the Linearized Blending Model

### 2.3.1 Bilinear Form of Linearized Blending Model

In this section we study the size of the blending region with respect to the $H^{1}$ stability of the blending operator following [34] which has advantages over the $H^{2}$ stability in that it allows the inclusion of defects in the analysis similar to [35], [36].

This is achieved by obtaining the optimal conditions in which the linearized coupling operator is positive definite under the discrete $H^{1}$ semi-norm.

From (2.2.17), we consider the bilinear form

$$
\begin{equation*}
\left\langle F_{,}^{b q c f, l i n}(u), v\right\rangle=\left\langle F_{, 1}^{b q c f, l i n}(u), v\right\rangle+\sum_{k=2}^{N}\left\langle F_{, k}^{b q c f, l i n}(u), v\right\rangle, \quad \forall v \in \mathcal{U} \tag{2.3.1}
\end{equation*}
$$

where the first neighbor interaction—the first term—is set apart due to its simplic-
ity in analysis. The second term accounts for the next-nearest neighbor to the $N$-th nearest neighbor.

To observe the stability of the operator, we first look at the nearest and nextnearest neighbor interaction, for simplicity and for the coercivity assumption on $\phi_{x x}(1)>0$ and $\phi_{x x}(k) \leq 0$ with $k \geq 2$, to find the constraints on the size of the blending region. Then, we discuss how the next-nearest-neighbor analysis can be extended to the general $N$-th neighbor interaction.

The discrete stability analysis is inspired by and similar to the analogous continuous analysis for the force-based operator that can be seen in the Appendix B. We proceed with the analysis for the discrete case.
2.3.2 Stability Analysis for Next-Nearest Neighbor Interaction Range: $N=2$.

Lemma 2.3.1. For any displacements $u=\left(u_{\ell}\right)_{\ell=-M+1}^{M}$ from the deformed configuration $y_{\ell}=x_{\ell}+u_{\ell}$, the bilinear forms of nearest neighbor and the next-nearest neighbor interaction operator can be written as

$$
\begin{align*}
&<F_{, 1}^{b q c f, l i n}(u), u>=\phi_{x x}(1)\left\|u^{\prime}\right\|_{\ell_{2}}^{2} \\
&<F_{, 2}^{b q c f, l i n}(u), u>=2\left\{2 \phi_{x x}(2)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}-\frac{\phi_{x x}(2)}{2} a^{2}\left\|\sqrt{\beta} u^{\prime \prime}\right\|_{\ell_{2}}^{2}\right.  \tag{2.3.2}\\
&\left.\quad+\frac{\phi_{x x}(2)}{2} a^{2}\left\|\sqrt{\left|\beta^{\prime \prime}\right|} u^{\prime}\right\|_{\ell_{2}}^{2}+R+S\right\} .
\end{align*}
$$

where

$$
R:=\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime} \beta_{\ell-1}^{(3)}\left(u_{\ell-1}\right)-u_{\ell}^{\prime \prime} \beta_{\ell}^{\prime \prime} u_{\ell}^{\prime} a\right) a^{3}
$$

and

$$
S:=\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}\right) a^{2}\left(\beta_{\ell}^{\prime} u_{\ell}^{\prime}-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime}\right)
$$

Proof. For the nearest-neighbor interaction, as $F^{a, l i n}$ and $F^{c, l i n}$ coincide, we have

$$
\begin{aligned}
<F_{, 1}^{b q c f, l i n}(u), u> & =-\sum_{\ell=-M+1}^{M}\left[\phi_{x x}(1) a\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right)\right] u_{\ell} \\
& =-\sum_{\ell=-M+1}^{M} \phi_{x x}(1) u_{\ell}^{\prime \prime} u_{\ell} a
\end{aligned}
$$

Then, using the discrete derivative and summation by parts formula from Lemma 2.1.1, we conclude that

$$
\begin{aligned}
<F_{, 1}^{b q c f, l i n}(u), u> & =-\sum_{\ell=-M+1}^{M} \phi_{x x}(1) u_{\ell}^{\prime \prime} u_{\ell} a \\
& =\phi_{x x}(1)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
\end{aligned}
$$

For, the next-nearest neighbor interaction, recall from (2.2.17), the linearized blending operator $F_{\ell, 2}^{b q c f, l i n}$ is the following

$$
\begin{aligned}
F_{\ell, 2}^{b q c f, l i n}(u)= & -\left[\left(\frac{\beta_{\ell+k}+2 \beta_{\ell}+\beta_{\ell-k}}{4}\right) \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right)\right. \\
& \left.+\left(1-\frac{\beta_{\ell+k}+2 \beta_{\ell}+\beta_{\ell-k}}{4}\right) \phi_{x x}(k)\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right) k^{2}\right]\left.\right|_{k=2}
\end{aligned}
$$

So, we can conclude that the bilinear form with test function $u$ is

$$
\begin{align*}
\left\langle F_{, 2}^{b q c f, l i n}(u), u\right\rangle & =\sum_{\ell=-M+1}^{M} F_{\ell, 2}^{b q c f, l i n}(u) \cdot u_{\ell} a \\
= & \sum_{\ell=-M+1}^{M}\left\{-\left(\frac{\beta_{\ell+2}+2 \beta_{\ell}+\beta_{\ell-2}}{4}\right) \phi_{x x}(2)\left(\frac{u_{\ell+2}-2 u_{\ell}+u_{\ell-2}}{a^{2}}\right) a\right. \\
& \left.-\left(1-\frac{\beta_{\ell+2}+2 \beta_{\ell}+\beta_{\ell-2}}{4}\right) \phi_{x x}(2)\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right) 4 a\right\} \cdot u_{\ell} . \tag{2.3.3}
\end{align*}
$$

We particularly focus on terms contributed to $\beta_{\ell}$ as the other terms could be similarly treated. Hence, we divide the constant ' 1 ' in (2.3.3) by $1=\frac{1}{4}+\frac{2}{4}+\frac{1}{4}$, collect
the terms contributed to $\beta_{\ell}$ and recall the finite difference defined in (2.1.1), then we have

$$
\begin{align*}
T:= & \frac{-\phi_{x x}(2)}{2}\left[\sum_{\ell=-M+1}^{M}\left(\frac{u_{\ell+2}-2 u_{\ell}+u_{\ell-2}}{a}\right)\left(\beta_{\ell} u_{\ell}\right)\right.  \tag{2.3.4}\\
& \left.+\left(1-\beta_{\ell}\right)\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a}\right) 4 u_{\ell}\right] \\
= & \frac{-\phi_{x x}(2)}{2}\left[\sum_{\ell=-M+1}^{M}\left(u_{\ell+1}^{\prime}+u_{\ell}^{\prime}-u_{\ell-1}^{\prime}-u_{\ell-2}^{\prime}\right)\left(\beta_{\ell} u_{\ell}\right)\right.  \tag{2.3.5}\\
& \left.+\left(1-\beta_{\ell}\right)\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right) 4 u_{\ell}\right] \\
= & \frac{-\phi_{x x}(2)}{2}\left[\sum_{\ell=-M+1}^{M}\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right) 4 u_{\ell}\right] \\
& +\frac{-\phi_{x x}(2)}{2} \sum_{\ell=-M+1}^{M}\left[\left(u_{\ell+1}^{\prime}-u_{\ell}^{\prime}\right)-2\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right)\right.  \tag{2.3.6}\\
=: & T_{1}+T_{2} .
\end{align*}
$$

We consider $T_{1}$ first by using Lemma 2.1.1

$$
\begin{align*}
T_{1} & =\sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right) 4 u_{\ell} \\
& =\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2} u_{\ell-1}^{\prime} 4\left(u_{\ell}-u_{\ell-1}\right)  \tag{2.3.8}\\
& =\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2} u_{\ell-1}^{\prime} 4\left(u_{\ell-1}^{\prime}\right) a \\
& =2 \phi_{x x}(2)\left\|u^{\prime}\right\|_{\ell_{2}}^{2} .
\end{align*}
$$

Treatment of $T_{2}$ is still mainly based on Lemma 2.1.1. We have

$$
\begin{aligned}
T_{2}= & \sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left[\left(\left(u_{\ell+1}^{\prime}-u_{\ell}^{\prime}\right)-\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right)\right)-\left(\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right)\right.\right. \\
& \left.\left.-\left(u_{\ell-1}^{\prime}-u_{\ell-2}^{\prime}\right)\right)\right] \cdot\left(\beta_{\ell} u_{\ell}\right) \\
= & \sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left[\left(\left(u_{\ell+1}^{\prime}-u_{\ell}^{\prime}\right)-\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right)\right)\right] \cdot\left(\beta_{\ell+1} u_{\ell+1}-\beta_{\ell} u_{\ell}\right) \\
= & \sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime \prime}-u_{\ell-1}^{\prime \prime}\right) a \cdot\left(\beta_{\ell+1} u_{\ell+1}-\beta_{\ell} u_{\ell}\right) \\
= & \sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime \prime}\right) a \cdot\left[\left(\beta_{\ell+1} u_{\ell+1}-\beta_{\ell} u_{\ell}\right)-\left(\beta_{\ell} u_{\ell}-\beta_{\ell-1} u_{\ell-1}\right)\right] \\
= & \sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime \prime}\right) a \cdot\left[\left(\beta_{\ell+1} u_{\ell+1}-\beta_{\ell} u_{\ell+1}\right)+\left(\beta_{\ell} u_{\ell+1}-2 \beta_{\ell} u_{\ell}+\beta_{\ell} u_{\ell-1}\right)\right. \\
= & \left.-\left(\beta_{\ell} u_{\ell-1}-\beta_{\ell-1} u_{\ell-1}\right)\right] \\
= & \sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime \prime}\right) \cdot \beta_{\ell} u_{\ell}^{\prime \prime} a^{3}+\frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime \prime}\right) \cdot\left[\beta_{\ell}^{\prime} u_{\ell+1}-\beta_{\ell-1}^{\prime} u_{\ell-1}\right] a^{2} \\
= & :-\frac{\phi_{x x}(2)}{2} a^{2}\left\|\sqrt{\beta} u^{\prime \prime}\right\|_{\ell_{2}}^{2}+T_{22} .
\end{aligned}
$$

Now we mainly focus on $T_{22}$ term,

$$
\begin{aligned}
T_{22} & =\sum_{\ell=-M+1}^{M} \frac{-\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right) \cdot\left[\beta_{\ell}^{\prime} u_{\ell+1}-\beta_{\ell-1}^{\prime} u_{\ell-1}\right] a \\
& =\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}\right) \cdot\left[\left(\beta_{\ell}^{\prime} u_{\ell+1}-\beta_{\ell-1}^{\prime} u_{\ell-1}\right)-\left(\beta_{\ell-1}^{\prime} u_{\ell}-\beta_{\ell-2}^{\prime} u_{\ell-2}\right)\right] a
\end{aligned}
$$

We work on

$$
\begin{aligned}
& \left(\beta_{\ell}^{\prime} u_{\ell+1}-\beta_{\ell-1}^{\prime} u_{\ell-1}\right)-\left(\beta_{\ell-1}^{\prime} u_{\ell}-\beta_{\ell-2}^{\prime} u_{\ell-2}\right) \\
& =\beta_{\ell}^{\prime}\left(u_{\ell+1}-u_{\ell-1}\right)+u_{\ell-1}\left(\beta_{\ell}^{\prime}-2 \beta_{\ell-1}^{\prime}+\beta_{\ell-2}^{\prime}\right)+\beta_{\ell-1}^{\prime}\left(u_{\ell-1}-u_{\ell}\right) \\
& \quad+\beta_{\ell-2}^{\prime}\left(u_{\ell-2}-u_{\ell-1}\right) \\
& \quad=\beta_{\ell}^{\prime}\left(u_{\ell}^{\prime}+u_{\ell-1}^{\prime}\right) a+u_{\ell-1} \beta_{\ell-1}^{(3)} a^{2}-\beta_{\ell-1}^{\prime} u_{\ell-1}^{\prime} a-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime} a .
\end{aligned}
$$

Then we plug into $T_{22}$ to get

$$
\begin{aligned}
& T_{22}=\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}\right) \cdot\left[\beta_{\ell}^{\prime}\left(u_{\ell}^{\prime}+u_{\ell-1}^{\prime}\right) a+u_{\ell-1} \beta_{\ell-1}^{(3)} a^{2}\right. \\
& \left.-\beta_{\ell-1}^{\prime} u_{\ell-1}^{\prime} a-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime} a\right] a \\
& =\frac{\phi_{x x}(2)}{2} \sum_{\ell=-M+1}^{M}\left(u_{\ell}^{\prime}\right)\left(\left[u_{\ell-1} \beta_{\ell-1}^{(3)} a^{2}+\left(\beta_{\ell}^{\prime} u_{\ell-1}^{\prime}-\beta_{\ell-1}^{\prime} u_{\ell-1}^{\prime}\right) a\right] a+\right. \\
& {\left[\beta_{\ell}^{\prime} u_{\ell}^{\prime}-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime}\right] a^{2}} \\
& =\frac{\phi_{x x}(2)}{2} \sum_{\ell=-M+1}^{M}\left(\left(u_{\ell}^{\prime}\right) \beta_{\ell-1}^{(3)}\left(u_{\ell-1}\right)+\left(u_{\ell}^{\prime}\right)^{2} \beta_{\ell}^{\prime \prime}-u_{\ell}^{\prime \prime} \beta_{\ell}^{\prime \prime} u_{\ell}^{\prime} a\right) a^{3} \\
& +\frac{\phi_{x x}(2)}{2} \sum_{\ell=-M+1}^{M}\left(\beta_{\ell}^{\prime} u_{\ell}^{\prime}-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime}\right) u_{\ell}^{\prime} a^{2} .
\end{aligned}
$$

Summarizing all the terms $T_{1}, T_{2}, T_{22}$ for the terms that belong to $\beta_{\ell}$ in (2.3.3) and treating those for $\beta_{\ell-2}$ and $\beta_{\ell+2}$ in a similar way, we get (2.3.2) and $R, S$ terms.

Remark 2.3.1. The terms $R$ and $S$ from above are viewed as "residual terms" as in [34]. Thus, we will estimate their bounds controlled by the support of $\beta_{\ell}^{\prime}$, the size of the blending region, in pursuit of the positive definiteness of the bilinear form.

Lemma 2.3.2. Let $R, S$ be defined as above, then we have the following estimates

$$
\begin{align*}
& |R| \leq \frac{\left(-\phi_{x x}(2)\right)}{2}\left(c_{3} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+2 c_{2}(L)^{-2}\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}  \tag{2.3.9}\\
& |S| \leq\left(-\phi_{x x}(2)\right) c_{1}(L)^{-1}\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
\end{align*}
$$

where $L$ is the number of atoms within the blending region $\Omega_{b}, a=\frac{1}{M}$ being the lattice spacing, and $2 M$ being the total number of atoms within the periodic domain $\Omega=(-1,1]$, and the constants $c_{1}, c_{2}$ and $c_{3}$ depend on $\beta^{(j)}$ with $j=1, \ldots, 3$, respectively.

Proof. Recall that

$$
R=\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime} \beta_{\ell-1}^{(3)}\left(u_{\ell-1}\right)-u_{\ell}^{\prime \prime} \beta_{\ell}^{\prime \prime} u_{\ell}^{\prime} a\right) a^{3} .
$$

Also notice that the finite differences of $\beta$ are non-zero only on $\Omega_{b}$, so utilizing the fact that $\phi_{x x}(2) \leq 0$ and Hölder's Inequality, we get

$$
\begin{aligned}
|R| \leq & \left|\sum_{\ell \in \Omega^{b}} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}\right)\left(\beta_{\ell}^{(3)}\left(u_{\ell-1}\right)\right) a^{3}\right|+\left|\sum_{\ell \in \Omega^{b}} \frac{\phi_{x x}(2)}{2} u_{\ell}^{\prime \prime} \beta_{\ell}^{\prime \prime} u_{\ell}^{\prime} a^{4}\right| \\
\leq & \frac{-\phi_{x x}(2)}{2}\left\|\beta^{(3)}\right\|_{\ell^{\infty}}\left\|u^{\prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)}\|u\|_{\ell_{2}\left(\Omega^{b}\right)} a^{2} \\
& +\frac{-\phi_{x x}(2)}{2}\left\|\beta^{(2)}\right\|_{\ell^{\infty}}\left\|u^{\prime \prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)}\left\|u^{\prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)} a^{3} .
\end{aligned}
$$

Also note that $\left|\Omega_{b}\right|=L a$ and by the discrete Poincaré Inequality, we have

$$
\begin{aligned}
\|u\|_{\ell_{2\left(\Omega^{b}\right)}} \leq & (L a)^{\frac{1}{2}}\left\|u^{\prime}\right\|_{\ell_{2}} \text {. Also, we use the fact that }\left\|^{(j)}\right\|_{\ell^{\infty}} \leq c(L a)^{-j} \text {. Then } \\
|R| \leq & \frac{-\phi_{x x}(2)}{2}\left\|\beta^{(3)}\right\|_{\ell^{\infty}}\left\|u^{\prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)}\|u\|_{\ell_{2}\left(\Omega^{b}\right)} a^{2} \\
& \quad+\frac{-\phi_{x x}(2)}{2}\left\|\beta^{(2)}\right\| \ell_{\ell^{\infty}}\left\|u^{\prime \prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)}\left\|u^{\prime}\right\|_{\ell_{2}\left(\Omega^{b}\right)} a^{3} \\
\leq & \frac{-\phi_{x x}(2)}{2} c_{3}(L a)^{-3}(L a)^{\frac{1}{2}}\left\|u^{\prime}\right\|_{\ell_{2}}^{2} a^{2}+\frac{-\phi_{x x}(2)}{2} c_{2}(L a)^{-2} \frac{2}{a}\left\|u^{\prime}\right\|_{\ell_{2}}^{2} a^{3} \\
\leq & \frac{-\phi_{x x}(2)}{2}\left(c_{3} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+2 c_{2}(L)^{-2}\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2} .
\end{aligned}
$$

Next, we bound S. Recall that

$$
S:=\sum_{\ell=-M+1}^{M} \frac{\phi_{x x}(2)}{2}\left(u_{\ell}^{\prime}\right) a^{2}\left(\beta_{\ell}^{\prime} u_{\ell}^{\prime}-\beta_{\ell-2}^{\prime} u_{\ell-2}^{\prime}\right) .
$$

## Utilizing similar inequalities, we obtain

$$
\begin{aligned}
|S| & \leq \frac{-\phi_{x x}(2)}{2}\left\|\beta^{\prime}\right\|_{\ell} \cdot 2\left\|u^{\prime}\right\|_{\ell_{2}}^{2} a \\
& \leq \frac{-\phi_{x x}(2)}{2} c_{1}(L a)^{-1} \cdot 2\left\|u^{\prime}\right\|_{\ell_{2}}^{2} a \\
& =\left(-\phi_{x x}(2)\right) c_{1}(L)^{-1}\left\|u^{\prime}\right\|_{\ell_{2}}^{2} .
\end{aligned}
$$

Hence, we prove the lemma.

Theorem 2.3.1. Suppose that the number of atoms $M$ within the chain model is sufficiently large, or equivalently, the lattice spacing $a=\frac{1}{M}$ is sufficiently small; also suppose that the fully atomistic model with next-nearest-neighbor interaction $N=2$, is stable so that $\left[\phi_{x x}(1)+4 \phi_{x x}(2)\right]>0$. Let $L$ denote the number of atoms within the blending region, and let the blending function $\beta$ be sufficiently smooth such that $\left\|\beta^{(j)}\right\|_{\infty} \leq(L a)^{-j}$. Then there exists a positive constant $\widetilde{C}$ such that

$$
\begin{equation*}
\sum_{k=1}^{2} \sum_{\ell=-M+1}^{M}\left\langle F_{\ell, k}^{b q c f, l i n} u, u\right\rangle \geq \widetilde{C}\left\|u^{\prime}\right\|_{\ell_{2}}^{2} \tag{2.3.10}
\end{equation*}
$$

$\widetilde{C}$ is strictly bounded above zero as $a=\frac{1}{M} \rightarrow 0$.
Proof. For $N=2$ and from Lemma 2.3.1, the blended force-based operator satisfies

$$
\begin{gather*}
\sum_{\ell=-M+1}^{M}<F_{\ell, 2}^{b q c f, l i n}(u), u>=\left(\phi_{x x}(1)+4 \phi_{x x}(2)\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}-\phi_{x x}(2) a^{2}\left\|\sqrt{\beta} u^{\prime \prime}\right\|_{\ell_{2}}^{2} \\
+\phi_{x x}(2) a^{2}\left\|\sqrt{\beta^{\prime \prime}} u^{\prime}\right\|_{\ell_{2}}^{2}+2 R+2 S . \tag{2.3.11}
\end{gather*}
$$

From Lemma 2.3.2, we have

$$
\begin{align*}
|2 R+2 S| & \leq-\frac{\phi_{x x}(2)}{2}\left(2 c_{3} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+4 c_{2} L^{-2}+c_{1} L^{-1}\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}  \tag{2.3.12}\\
& \leq-\frac{\phi_{x x}(2)}{2}\left(c_{4} L^{-\frac{5}{2}} a^{-\frac{1}{2}}\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
\end{align*}
$$

hence, we have

$$
2 R+2 S \geq \frac{\phi_{x x}(2)}{2}\left(c_{4} L^{-\frac{5}{2}} a^{-\frac{1}{2}}\right)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
$$

with the latter inequality following from $L^{-2} \leq L^{-1} \leq L^{-\frac{5}{2}} a^{-\frac{1}{2}}$ as $L^{-\frac{5}{2}} a^{-\frac{1}{2}}$ dominates the latter two terms when $a$ is sufficiently small.

From (2.3.11), we want to observe the terms that do not favor coercivity in the terms of the $H^{1}$ semi-norm. By construction, $\phi_{x x}(1)>0$. Thus, we focus our attention on the subsequent terms with $\phi_{x x}(2)$. Since $\phi_{x x}(2) \leq 0$, we have

$$
-\phi_{x x}(2) a^{2}\left\|\sqrt{\beta} u^{\prime \prime}\right\|_{\ell_{2}}^{2} \geq 0
$$

and thus it does not negatively contribute. For the third term we observe that

$$
\phi_{x x}(2) a^{2}\left\|\sqrt{\beta^{\prime \prime}} u^{\prime}\right\|_{\ell_{2}}^{2} \geq \phi_{x x}(2) c_{5} L^{-2}\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
$$

because of $\phi_{x x}(2) \leq 0$. For up to $N=2$ neighbor interaction, we have from the
coercivity of atomistic model that $\phi^{\prime \prime}(1)+4 \phi^{\prime \prime}(2)>0$, hence, for the linearized force-blended model, we have

$$
\begin{aligned}
\left\langle F_{, 1}^{b q c f, l i n}+F_{, 2}^{b q c f, l i n}, u\right\rangle & \geq\left[\phi_{x x}(1)+\phi_{x x}(2)\left(4+c_{4} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+c_{5} L^{-2}\right)\right]\left\|u^{\prime}\right\|_{\ell_{2}}^{2} \\
& \geq \widetilde{C}\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
\end{aligned}
$$

for $\widetilde{C}=\left(\phi_{x x}(1)+2 \phi_{x x}(2)\right)>0$ strictly positive, independent of $a \rightarrow 0$, and if $L^{-\frac{5}{2}} a^{-\frac{1}{2}} \lesssim 1 / c_{4}$ that is $L=\widehat{C} a^{-\frac{1}{5}}=\widehat{C} M^{\frac{1}{5}}$ for some $\widehat{C}>0$

Corollary 2.3.1. The optimal blending size to ensure the positive definiteness of the linear B-QCF operator with the next-nearest-neighbor interaction, $F^{b q c f, 2 l i n}$, is $L=\widehat{C} a^{-\frac{1}{5}}=\widehat{C} M^{\frac{1}{5}}$.

### 2.3.3 Stability Analysis for general $N$-th Nearest Neighbor Interaction Range

The work for the next-nearest neighbor interaction is extended to the general N -the nearest neighbor interaction.

Theorem 2.3.2. Suppose that the number of atoms $M$ is sufficiently large, which is equivalent to $a=\frac{1}{M}$ being sufficiently small, and the blending function $\beta$ is sufficiently smooth. Also, we assume that the fully atomistic model is stable so that

$$
\left[\phi_{x x}(1)+\sum_{k=1}^{N} k^{2} \phi_{x x}(k)\right]>0
$$

If the blending size $L$ satisfies $L=\widetilde{C} a^{-\frac{1}{5}}$, then the linear $B-Q C F$ operator $F^{b q c f, l i n}$ is positive-definite in terms of the $H^{1}$ semi-norm

$$
\begin{equation*}
\sum_{k=1}^{N} \sum_{\ell=-M+1}^{M}\left\langle F_{\ell, k}^{b q c f, l i n} u, u\right\rangle \geq \widetilde{C}\left\|u^{\prime}\right\|_{\ell_{2}}^{2} \tag{2.3.13}
\end{equation*}
$$

where $\widetilde{C}$ is strictly bounded above zero as $a=\frac{1}{M} \rightarrow 0$.

Proof. To observe the general form of the $N$-th neighbor interaction range, we notice that for $k=3, \ldots, N$

$$
\begin{align*}
& \left\langle F_{, k}^{b q c f, l i n}(u), u\right\rangle \\
& =-\phi_{x x}(k) \sum_{\ell=-M+1}^{M}\left\{\left(\frac{\beta_{\ell+k}+2 \beta_{\ell}+\beta_{\ell-k}}{4}\right)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right)\right.  \tag{2.3.14}\\
& \left.\quad+\left(1-\frac{\beta_{\ell+k}+2 \beta_{\ell}+\beta_{\ell-k}}{4}\right) k^{2}\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right)\right\} u_{\ell} a .
\end{align*}
$$

The $k$-th neighbor interaction differs by having $\beta_{\ell \pm k}$ terms which are treated similarly to $\beta_{\ell}$ terms. $\phi_{x x}(k)$ is a non-positive constant term for all $k \geq 2$.

Similarly to the previous subsection, we fix an interaction range $k$ and at the moment only consider all terms that contribute to $\beta_{\ell}$, thus we get

$$
\begin{aligned}
T:= & -\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left(k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a}\right)\left(u_{\ell}\right) \\
& -\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left[\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a}-k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a}\right)\left(\beta_{\ell} u_{\ell}\right)\right] \\
= & T_{1}+T_{2}
\end{aligned}
$$

For $T_{1}$, we similarly have

$$
\begin{align*}
T_{1} & =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left(k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a}\right)\left(u_{\ell}\right)  \tag{2.3.15}\\
& =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M} k^{2}\left(u_{\ell}^{\prime}-u_{\ell-1}^{\prime}\right) u_{\ell}=\frac{k^{2}}{2} \phi_{x x}(k)\left\|u^{\prime}\right\|_{\ell_{2}}^{2}
\end{align*}
$$

For $T_{2}$, we have

$$
\begin{aligned}
T_{2} & =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left[\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a}-k^{2} \frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a}\right)\left(\beta_{\ell} u_{\ell}\right)\right] \\
& =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left[\left(\sum_{j=1}^{k} \sum_{s=1}^{k} u_{\ell-j+s}^{\prime \prime}\right)-k^{2} u_{\ell}^{\prime \prime}\right]\left(a \beta_{\ell} u_{\ell}\right) \\
& =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k}\left(u_{\ell-j+s}^{\prime \prime}-u_{\ell}^{\prime \prime}\right)\right]\left(a \beta_{\ell} u_{\ell}\right) .
\end{aligned}
$$

Due to the exact symmetry of $j$ and $s$, we have

$$
\sum_{j=1}^{k} \sum_{s=1}^{k} u_{\ell-j+s}^{\prime \prime}=\sum_{j=1}^{k} \sum_{s=1}^{k} u_{\ell-s+j}^{\prime \prime}
$$

Hence, $T_{2}$ can be converted into a symmetrical form

$$
\begin{align*}
T_{2} & =-\frac{\phi_{x x}(k)}{2} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k}\left(u_{\ell-j+s}^{\prime \prime}-u_{\ell}^{\prime \prime}\right)\right]\left(a \beta_{\ell} u_{\ell}\right) \\
& =-\frac{\phi_{x x}(k)}{4} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k}\left(u_{\ell-j+s}^{\prime \prime}-2 u_{\ell}^{\prime \prime}+u_{\ell+j-s}^{\prime \prime}\right)\right]\left(a \beta_{\ell} u_{\ell}\right) \\
& =-\frac{\phi_{x x}(k)}{4} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k}\left(u_{\ell-j+s}^{\prime \prime}-u_{\ell}^{\prime \prime}\right)-\left(u_{\ell}^{\prime \prime}-u_{\ell+j-s}^{\prime \prime}\right)\right]\left(a \beta_{\ell} u_{\ell}\right) . \tag{2.3.16}
\end{align*}
$$

Therefore by the discrete summation by parts formula, we have

$$
\begin{align*}
& T_{2}= \frac{\phi_{x x}(k)}{4} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k}\left(u_{\ell-j+s}^{\prime \prime}-u_{\ell}^{\prime \prime}\right)\right] a\left(\beta_{\ell-j+s} u_{\ell-j+s}-\beta_{\ell} u_{\ell}\right) \\
&=\frac{-\phi_{x x}(k)}{4} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k} u_{\ell}^{\prime \prime} a\right]\left(\left(\beta_{\ell-j+s} u_{\ell-j+s}-\beta_{\ell} u_{\ell}\right)\right. \\
&\left.\quad-\left(\beta_{\ell} u_{\ell}-\beta_{\ell+j-s} u_{\ell+j-s}\right)\right) \\
&= \frac{-\phi_{x x}(k)}{4} \sum_{\ell=-M+1}^{M}\left[\sum_{j=1}^{k} \sum_{s=1}^{k} u_{\ell}^{\prime \prime} a\right]\left(\beta_{\ell-j+s} u_{\ell-j+s}-2 \beta_{\ell} u_{\ell}+\beta_{\ell+j-s} u_{\ell+j-s}\right) \tag{2.3.17}
\end{align*}
$$

Then, we simplify the term using its symmetry:

$$
\begin{gathered}
\left(\beta_{\ell-j+s} u_{\ell-j+s}-2 \beta_{\ell} u_{\ell}+\beta_{\ell+j-s} u_{\ell+j-s}\right) \stackrel{r:=j-s}{=}\left(\beta_{\ell-r} u_{\ell-r}-2 \beta_{\ell} u_{\ell}+\beta_{\ell+r} u_{\ell+r}\right) \\
=\beta_{\ell-r} u_{\ell-r}-\beta_{\ell} u_{\ell+1}+\left(\beta_{\ell} u_{\ell+1}-2 \beta_{\ell} u_{\ell}+\beta_{\ell} u_{\ell-1}\right)-\beta_{\ell} u_{\ell-1} \\
\quad+\beta_{\ell+r} u_{\ell+r} \\
=\beta_{\ell} u_{\ell}^{\prime \prime} a^{2}+\beta_{\ell-r} u_{\ell-r}-\beta_{\ell} u_{\ell+1}+\beta_{\ell+r} u_{\ell+r}-\beta_{\ell} u_{\ell-1} .
\end{gathered}
$$

Without loss of generality, we assume $r>0$, then

$$
\begin{align*}
& \left(\beta_{\ell-r} u_{\ell-r}-2 \beta_{\ell} u_{\ell}+\beta_{\ell+r} u_{\ell+r}\right)=\beta_{\ell} u_{\ell}^{\prime \prime} a^{2}+\beta_{\ell-r} u_{\ell-r}-\beta_{\ell} u_{\ell+1}+\beta_{\ell+r} u_{\ell+r}-\beta_{\ell} u_{\ell-1} \\
& =\beta_{\ell} u_{\ell}^{\prime \prime} a^{2}+\left(\beta_{\ell} u_{\ell-r}-\beta_{\ell} u_{\ell-1}\right)+\left(\beta_{\ell} u_{\ell+r}-\beta_{\ell} u_{\ell+1}\right) \\
& \quad+u_{\ell+r} \sum_{t=0}^{r-1} \beta_{\ell+t}^{\prime} a-u_{\ell-r} \sum_{t=0}^{r-1} \beta_{\ell-r+t}^{\prime} a . \tag{2.3.18}
\end{align*}
$$

Therefore, we can handle $T_{2}$ for general $k$-th-neighbor-interaction range in a similar
way to that for the case of $k=2$, and obtain that

$$
\left|T_{2}\right| \leq\left(-\phi_{x x}(k)\right)\left(\left|\widetilde{c}_{4}\right| L^{-\frac{5}{2}} a^{-\frac{1}{2}}+\left|\widetilde{c}_{5}\right| L^{-2}\right)\left\|u^{\prime}\right\|_{\ell^{2}}^{2}
$$

which suggests that for $k \geq 2$

$$
T_{2} \geq\left(\phi_{x x}(k)\right)\left(\widetilde{c}_{4} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+\widetilde{c}_{5} L^{-2}\right)\left\|u^{\prime}\right\|_{\ell^{2}}^{2}
$$

Combining with the estimate $T_{1}$ (2.3.15), we have for any $k \geq 2$

$$
\begin{equation*}
\left\langle F_{, k}^{b q c f, l i n}(u), u\right\rangle \geq \phi_{x x}(k)\left(k^{2}+\widehat{C}_{k} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+\widehat{C}_{k} L^{-2}\right)\left\|u^{\prime}\right\|_{\ell^{2}}^{2} \tag{2.3.19}
\end{equation*}
$$

with $L=\widetilde{C} a^{-\frac{1}{5}}$ when $a=\frac{1}{M}$ being sufficiently small.
Thus, collecting all interactions up to the N -the Nearest Neighbor Interaction Range, we have

$$
\begin{aligned}
\left\langle F_{,}^{b q c f, l i n}(u), u\right\rangle & =\left\langle F_{, 1}^{b q c f, l i n}(u), u\right\rangle+\sum_{k=2}^{N}\left\langle F_{, k}^{b q c f, l i n}(u), u\right\rangle \\
& \geq\left[\phi_{x x}(1)+\sum_{k=2}^{N} \phi_{x x}(k)\left(k^{2}+\widehat{C}_{k} L^{-\frac{5}{2}} a^{-\frac{1}{2}}\right)\right]\left\|u^{\prime}\right\|_{\ell^{2}}^{2} .
\end{aligned}
$$

Meanwhile, from the proofs of Theorem 2.3.1 and Theorem 2.3.2, we can see that the bounds depend on the smoothness of $\beta$. Therefore, we aim to find the optimal types of blending function to preserve the bounds in the numerical simulations detailed in Section 4.

Remark 2.3.2. Throughout, the term 'optimal' is used to describe the conclusion that $L=\widetilde{C} a^{-\frac{1}{5}}$ is the optimal blending size for keeping coercivity of the force operator when $a=\frac{1}{M} \rightarrow 0$. The term 'optimal' in these instances describes the
smallest asymptotic order that could be expected to ensure stability. However, the analysis of consistency conditions is beyond the purview of this paper. Note that $\widehat{C}$ is dependent on the blending function, $\beta$, and the choice for potential energy, $\phi$; and it is not on the lattice spacing constant, $a$.

Remark 2.3.3. From the inequality (2.3.19) that $\widehat{C}_{k} L^{-\frac{5}{2}} a^{-\frac{1}{2}}$ dominates the other terms only when the lattice spacing $a=\frac{1}{M}$ is very small. As a result, the asymptotically rate $L \sim a^{-\frac{1}{5}}=M^{\frac{1}{5}}$ might not be observed when the size of the atomistic chain is only moderately large. In this case, we suggest taking $L \sim a^{-\frac{1}{3}}=M^{\frac{1}{3}}$, which is observed in the numerical test.

### 2.4 Numerical Simulations

We conduct numerical experiments to verify the theoretical findings of the stability analysis.

### 2.4.1 Critical Strain Experiment

We consider a periodic chain with atom indices from $-M+1$ to $M$. For the following numerical simulations, we set $M=2000$. The optimal blending size as found analytically in the previous section is $M^{1 / 5} \approx 5$. We will test to see if the numerical experiments coincide with this value.

First, we apply the uniform stretch to the atomistic chain and compute the critical strain when $F^{a, l i n}$ and $F^{b q c f, l i n}$ loses the coercivity. We compare the critical strain values between the atomistic model and blending models with different blending sizes and various types of blending functions. Critical strain values are the maximum value at which the atomistic chain can be stretched while the chain configuration remains stable. Mathematically, it means the maximum value while the smallest eigenvalue of $F^{\text {bqcf,lin }}$ remains positive definite. By comparing these values with the atomistic critical strain error, we obtain the optimal blending function and attempt to verify the optimal blending size of $M^{\frac{1}{5}}$ previously found.

Recall the Morse potential, $\phi(r)=D_{e} \times\left[1-e^{-\alpha\left(r-r_{e}\right)}\right]^{2}$. Within its equation, we use the values $D_{e}=3$ and $\alpha=3,4$, and 5, respectively. Recall from Figure 2.2, the local minimum value is set to $\phi(1)$ and the local height of the potential is $D_{e}$. Furthermore, as $\alpha$ grows larger, the more narrow the potential becomes.

We will consider our computational domain as $\Omega=(-1,1]$ with periodic boundary conditions. The computational domain will be decomposed into atomistic, continuum, and blending subdomains following [10]. An interaction range is introduced to serve as a buffer region to simplify the treatment of periodic boundary conditions. The lattice spacing constant used had a value of $a=\frac{1}{M}$ which helped to start the blending region.

For numerical experiments, we denote the blending region, $\Omega^{b}=\left(b_{1}, b_{2}\right)$ for some $b_{1}, b_{2} \in \Omega$. The numerical blending size, $L$, will be defined as $L=b_{2}-b_{1}$. We can compare the numerical blending size with that found in the stability analysis. Recall from Definition (2.2.15),

$$
\beta(x)= \begin{cases}1, & x \in \Omega^{a} \\ 0, & x \in \Omega^{c} \\ \in(0,1), & x \in \Omega^{b}=\left(b_{1}, b_{2}\right) .\end{cases}
$$

We conduct numerical experiments using a piecewise linear spline, piecewise cubic spline, and piecewise quintic spline blending function which are defined as follows:

$$
\beta^{\text {linear }}(x):= \begin{cases}1, & x \in \Omega^{a} \\ 0, & x \in \Omega^{c} \\ 1-\frac{x-b_{1}}{L}, & x \in \Omega^{b}\end{cases}
$$

and

$$
\beta^{\text {cubic }}(x):= \begin{cases}1, & x \in \Omega^{a} \\ 0, & x \in \Omega^{c} \\ 1+2\left(\frac{x-b_{1}}{L}\right)^{3}-3\left(\frac{x-b_{1}}{L}\right)^{2}, & x \in \Omega^{b}\end{cases}
$$

and

$$
\beta^{\text {quintic }}(x):= \begin{cases}1, & x \in \Omega^{a} \\ 0, & x \in \Omega^{c} \\ 1-6\left(\frac{x-b_{1}}{L}\right)^{5}+15\left(\frac{x-b_{1}}{L}\right)^{4}-10\left(\frac{x-b_{1}}{L}\right)^{3} & x \in \Omega^{b} .\end{cases}
$$

Graphical demonstrations of these various blending functions can be found in Figure 2.4.

Remark 2.4.1. It must be noted that the analysis conducted in this section only applies to the cubic or quintic blending function used in these simulations. Due to less regularities near the boundaries of the blending region, the analysis does not encompass the linear blending function. In these experiments, we can also see that the linear blending leads to the most discrepancies. We include the linear blending function, however, due to its simplicity,


Figure 2.4: Graphical representation of the blending functions used in numerical experiments. Recall, at $\beta=1$, the purely atomistic model is obtained and at $\beta=0$, the purely continuum model is obtained.

We apply a uniform stretch to the atomistic chain. From this we numerically compute the critical strains of the atomistic model and compare this to the coupling model with different blending sizes to find the critical stretch value that makes the atomistic chain unstable. The step size to increase $\gamma$ is $\Delta \gamma=10^{-5}$. We also model the different values of $\alpha$ in the Morse Potential using the cubic blending function. As can be seen in Table 2.1, the cubic blending function reaches the atomistic critical stretch value faster than the other two blending functions; albeit just slightly quicker than the quintic blending function.



Figure 2.5: The absolute critical strain errors are plotted for the 1D uniform stretching. We set $M=2,000$ and $\gamma^{a}$ and $\gamma^{b q c f}$ are the critical strains for the atomistic and B-QCF models, respectively. a) Models the cubic spline blending for various values of $\alpha$; and b) models the critical strain errors of linear, cubic, and quintic blending functions with $M=2,000$ and $\alpha=3$.

The results of Table 1 suggest the blending size to be $L \approx M^{\frac{1}{3}}$. We account for this difference because of the other terms in inequality (2.3.19) when observing only a moderately large atomistic chain. For further clarification, see Remark 2.4.2.

The results from the numerical experiments find the cubic blending function as that which converges quickest toward the atomistic strain value and is thus the optimal blending function from those we tested.

Remark 2.4.2. Recall from (2.3.12), the assumption that:

$$
\left(2 c_{3} L^{-\frac{5}{2}} a^{-\frac{1}{2}}+4 c_{2} L^{-2}+c_{1} L^{-1}\right) \leq\left(c_{4} L^{-\frac{5}{2}} a^{-\frac{1}{2}}\right)
$$

Table 2.1: Shown are the critical stretching values for linear, cubic, and quintic blending models for a blending size from $a$ to $10 a$. The critical value for the purely atomistic model was found to be $\gamma^{a}=1.195$. The numerical increment for $\Delta \gamma$ is $10^{-5}$.

| Blend size | Linear | Cubic | Quintic |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 2 | 1.1400 | 1.1409 | 1.1409 |
| 3 | 1.1269 | 1.1747 | 1.1456 |
| 4 | 1.1562 | 1.1801 | 1.1759 |
| 5 | 1.1624 | 1.1824 | 1.1804 |
| 6 | 1.1692 | 1.1848 | 1.1828 |
| 7 | 1.1735 | 1.1866 | 1.1847 |
| 10 | 1.1811 | 1.1950 | 1.1950 |

The latter two terms on the left side of the inequality would not necessarily be negligible if the number of atoms $M$ were not large enough. This accounts for the difference observed in the blending size between the analysis and the numerical simulation.

### 2.4.2 Simulation of Deformed Configuration

Now that we have found the cubic blending function to be the optimal blending function, we utilize this for the remaining numerical tests. We use a blending size $L=5$, following the optimal analytical blend size found in Section 2.3, since $2000^{\frac{1}{5}} \approx 4.57$ and use $\alpha=3$ for both numerical experiments. Next, we test two functions with periodic boundary conditions as the external force of the system to ensure that the blended coupling scheme performs as imagined.

## - First, we use a sinusoidal external force

$$
F_{\ell,}^{e x t}=0.01 \times \sin \left(-x_{\ell} \times \pi\right)
$$

We use this function to incorporate the periodic boundary conditions.
We obtain the expected force plot for our domain as can be seen in Fig. 2.6. The displacement is also observed for an interaction range potential from
the first neighbor up to the third neighbor. We observe that the difference between an interaction range potential of $N=2$ versus an interaction range potential of $N=3$ is much smaller than the difference between the change in displacement for the interaction range potential for $N=1$ and $N=2$. Recall that the characteristics of the Morse potential are such that $\phi_{x x}(1)>0$ and $\phi_{x x}(k) \leq 0$ for $k \geq 2$. Thus, after the next-nearest neighbor, $k=2$, the change in displacement will not differ much.



Figure 2.6: a) A sinusoidal external force is shown. b) The various displacements for this external force are displayed within the domain.

## - Next, we test a large Gaussian external force:

$$
F_{\ell,}^{e x t}=20 \times e^{\frac{-\left(x_{\ell}-\mu\right)^{2}}{2 \sigma^{2}}}
$$

where $\mu=4, \sigma=3$, and $a=1 / M$ with $M=2000$ was used.
Again, we show the force output for our domain and show the various displacements for three interaction range potentials. Similarly to the sinusoidal external force, once the interaction range reaches a value of $N=2$, the change in displacement becomes less significant.


Figure 2.7: a) A Gaussian external force is shown. b) The various displacement for this external force are displayed within the domain.

### 2.5 Conclusion

In this chapter, inspired by the force-based coupling of the Peridynamics model of [10], we have formulated a similar symmetric and consistent blended forcebased AtC coupling scheme in one-dimensional space. We were able to identify the optimal asymptotic conditions on the width of the blending region, $L \approx M^{\frac{1}{5}}$ to ensure the $H^{1}$ stability of the linearized force-based blending operator when the chain size is large enough.

We verified the theoretical findings with numerical experiments on the blending function and the blending region. From these numerical experiments, we find that the cubic blending provides the best results compared to the critical stretch of the fully atomistic model. We also find that the optimal blending width from these numerical experiments is $L \approx M^{\frac{1}{3}}$ due to non-negligible terms when not working with a large enough atomistic chain.

## CHAPTER 3: Peridynamics-to-Peridynamics

### 3.1 Introduction

This chapter focuses on a nonlocal model, the Peridynamics model, proposed in 2000 by Dr. Stewart Silling [8]. This model uses integro-differentials and time derivatives instead of the spatial derivatives typical of classical models, which naturally allows for the simulation of defect dynamics such as crack propagation, making this a desirable model for predicting fracture. Peridynamics is also defined by the internal force interaction between material points. Additionally, PD has been used successfully to study crack branching and crack interactions (e.g., [37], [38], [39]). However, it proves to be more computationally expensive than classical mechanics models, and the treatment of boundary conditions and interfacial conditions is an ongoing challenge [40].

Classical PDE descriptions of solid mechanics provide a good approximation for many length scales; however, with an increasing demand for accuracy at smaller scales, a different formulation was necessary [41]. Peridynamics also allows for a broader solution space that allows for discontinuities due to its lack of spatial derivatives.

Dynamic simulations also bring their own set of challenges in terms of artifacts of proposed schemes. The previous chapter dealt with the nuances of a static local-to-nonlocal coupling method. The aim of this chapter is to model a bimaterial bar in dynamic situations using PD-PD to do so. Similarly to [42] and [43], we investigate the conservation of physical quantities such as momentum, energy, and reflection of the created model. When cracks propagate in a material, the underlying problem becomes dynamic, in which the prediction of the crack can be affected by
the wave propagation of the fracture energy. As the wave travels through the materials and approaches the interface, physical reflection will occur as a result of the introduction of the second material. However, when creating a scheme to model this interaction, artificial reflection can also be present as a result of the scheme itself. Thus, when modeling this system, more reflection would be shown than what is physically accurate. Therefore, we seek to reduce spurious reflection at the interface of two materials, as can be brought on by the nonlocality of the model.

Due to its nonlocality and, thus, increased computation, ongoing research focuses on coupling Peridynamics with finite element methods (FEM) [44], [45]; extended finite element methods (XFEM) [46], [47]; or classical elasticity [1], [48] to name a few. This coupling allows for a less computationally expensive model to be used away from known or suspected defects or fractures. However, such coupling requires some prior knowledge of possible fracture locations to be applied appropriately.

In Chapter 2, we created a symmetric, blended force-based method for AtC coupling. The nonlocality provided by the atomistic equation, in which the $N^{\text {th }}$ neighbor interaction was taken into account with the displacement, is similar to Peridynamics with respect to the horizon parameter. In Peridynamic theory, there exists a nonlocal entity titled the horizon parameter and denoted by $\delta$, in which every point in a domain interacts with every other point within its horizon through short-range force interactions [8]. This horizon term provides a length scale that allows Peridynamics to be utilized with other models to create a multiscale model [1].

It has been shown in [49] that given certain conditions in which the motion, constitutive model, and nonhomegenities are sufficiently smooth, PD converges to the classical PDE-based equation for classical elasticity is recovered. Cauchy's first
equation of motion in classical elasticity is

$$
\rho(x) \ddot{u}(x, t)=\nabla \sigma(x, t)+b(x, t)
$$

where $\sigma$ is the stress tensor. It is thus not difficult to see how the PD equation of motion

$$
\rho \ddot{u}(x, t)=\int_{H_{x}} f(u(y, t)-u(x, t), y-x) d V_{x^{\prime}}+b(x, t), \quad x \in \Omega
$$

can recover the classical elasticity formulation. A further explanation of the PD equation of motion will follow in the next section.

Similarly, in [50] it has been shown that PD can also be seen as an upscaling of molecular dynamics (MD). Its length term and its ability to recover classical elasticity or molecular dynamics make Peridynamics extremely effective at creating multiscale models through coupling, spanning many length scales.

The combination of Peridynamics with Peridynamics proves especially important where two materials meet, as the resulting system is more susceptible to fracture near their interface. Thus, this chapter will focus on the bimaterial PD-PD scheme near the interface of the two materials.

Currently, work is being done on using Peridynamics at bimaterial interfaces. In [51], they investigate such a system using state-based Peridynamics. In this work, the various properties of the material for the cross-material interaction are explored. The various methods they test include using the material property with a smaller bulk modulus as proposed in [52], representing the material properties as Heaviside functions as proposed in [53], or using the arithmetic or harmonic average between the points utilizing their distances apart from one another as proposed in [53], [54], [55]. They found that the harmonic average worked best as a representation of this cross-material interaction. In [56], it is proposed to smoothly
transition from the elastic modulus of one material to another in the interface region. This has been found to successfully capture interface fractures. In [55], they also explored using weight functions between material properties to capture the interface interaction. The work proposed in these papers inspires our treatment of the nonlocal interface interaction kernel through numerical tests.

In this chapter, we create a Peridynamics governing equation for a bimaterial system in one dimension utilizing PD to model both materials. Then we show the conditions for momentum and energy conservation for such a system. Then, the dispersion relation is derived for each part of the domain. From this relation we estimate the coefficient of reflection near the interface of the two materials. We find numerically optimal cross-material interaction values to minimize the spurious reflection artifacts for the Peridynamics-to-Peridynamics (PD-PD) case.

The remaining chapter will be arranged as follows.

- In the remainder of this section, the notation necessary for this work will be presented. We then create the governing equations for this bimaterial system from the classical PD equation of motion.
- In Section 2, we prove that the conservation laws are preserved. We first show the necessary conditions for the conservation of momentum in Proposition 3.2.1 and then show the conditions for energy conservation in Proposition 3.2.2.
- In Section 3, we derive the reflection coefficient at $x_{I-\delta}$ in (3.3.18) and at $x_{I+\delta}$ in (3.3.19) from the simplified dispersion relations of the PD system for the different subdomains.
- In Section 4, we numerically find an optimal interaction kernel for crossmaterial interactions such that the PD-PD reflection and the local reflection are minimized to reduce spurious artifacts.


Figure 3.1: Example of a 2D domain for Peridynamics and how the horizon value works for PD.

### 3.1.1 Peridynamic Theory and Notation

Let $\Omega \in R^{d}$ be the domain for $d=1,2,3$. Then, governing equation of motion for one material is

$$
\rho \ddot{u}(x, t)=\int_{H_{x}} f(u(y, t)-u(x, t), y-x) d V_{x^{\prime}}+b(x, t), \quad x \in \Omega .
$$

where $\rho$ is the mass density, $f$ is the pairwise force function, $u$ is the displacement vector, $\delta$ is the horizon of the reference point $x$ and $b$ is the external force density. We also define the neighborhood of a point $x$ to be

$$
H_{x}:=\left\{y \in R^{d}:\|y-x\| \leq \delta\right\}
$$

The work in this chapter is concerned purely with one-dimension with no body force density and thus we employ the one-dimensional linear Peridynamics equation of motion similar to [1] as follows:

$$
\begin{equation*}
\rho \ddot{u}(x, t)=\int_{x-\delta}^{x+\delta} \gamma(|y-x|)[u(y, t)-u(x, t)] d y, \quad x \in \Omega . \tag{3.1.1}
\end{equation*}
$$

where $\gamma$ is the nonlocal interaction kernel, a parameter determined by the material.

### 3.1.2 Peridynamics Model for Bi-Material System

We begin by considering a one-dimensional rod with two materials that meet at an interface. The linear PD equation as presented in (3.1.1) does not capture this phenomenon, and thus we will start by defining a governing equation for this problem.

We choose a local reference domain, $\Omega_{l}=(0,1)$. We split this reference domain in four parts:

- $\Omega_{1}=\left(0, x_{I-\delta}\right]$-Domain described by material 1 intra-material interaction;
- $\Omega_{*}$-Domain described by some intra-material interaction as well as intermaterial interaction;
- $\Omega_{*, 1}=\left(x_{I-\delta}\right)$-Domain described by some material 1 intra-material interaction as well as inter-material interaction;
- $\Omega_{*, 2}=\left(x_{I}, x_{I+\delta}\right)$-Domain described by some material 2 intra-material interaction as well as inter-material interaction;
- $\Omega_{2}=\left[x_{I}+\delta, 1\right)$-Domain described by material 2 intra-material interaction where $\Omega_{l}=\Omega_{1} \cup \Omega_{*} \cup \Omega_{2}$.

In 1 D , the neighborhood of $x \in \Omega_{l}$ is defined as $H_{x}=(x-\delta, x+\delta)$. Due to the horizon, we define the nonlocal boundary to be $\Omega_{n l}=\Omega_{n l, 1} \cup \Omega_{n l, 2}$ where $\Omega_{n l, 1}=(-\delta, 0)$ and $\Omega_{n l, 2}=(1,1+\delta)$.


Figure 3.2: Subdomains for the 1D bimaterial formulation.

We define $\gamma_{1}$ as the nonlocal interaction kernel for material one, where the points in material one interact purely with other points in material one. Similarly, we define $\gamma_{2}$ as the nonlocal interaction kernel for material 2. For this work, as a
simplifying assumption, we utilize constant $\gamma$ values. See Section 4 for a discussion on the future directions of this project for a more physically relevant representation and the associated challenges.

We then define the nonlocal interaction kernels as such:

$$
\gamma_{1}=\frac{K_{1}}{\delta^{3}}, \quad \gamma_{2}=\frac{K_{2}}{\delta^{3}}
$$

where $K_{1}$ and $K_{2}$ are the elasticity constants for the respective materials.
We make another simplifying assumption that the materials have the same horizon value, $\delta_{1}=\delta_{2}=\delta$, so we will use $\delta$ throughout. See Section 4 for a discussion on ways to make this value more rigorous and physically relevant.

We also find that an interaction kernel is required for cross-material interaction within the domains $\Omega_{*, 1}$ and $\Omega_{*, 2}$. We denote this term by $\gamma_{*}$. The question of how to define $\gamma_{*}$ is still an open problem and is explored in [51], [56], [55]. For now, we do not define this term but assume that it is a function of $\gamma_{1}$ and $\gamma_{2}$, which also makes it a constant value. Thus, we can make the simplification $\gamma(|y-x|)=\gamma$ since our use of the interaction kernel in this case is independent of where the material points are in relation to one another. In Section 4 we find numerically optimal $\gamma_{*}$ terms for each wavenumber to reduce reflection.

Because $\gamma_{1}$ and $\gamma_{2}$ have the same horizon $\delta$, the governing equation for this bimaterial nonlocal system is defined as

$$
\rho \ddot{u}(x):= \begin{cases}\int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] d y & x \in \Omega_{1}  \tag{3.1.2}\\ \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] d y & \\ \quad+\int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y & x \in \Omega_{*, 1} \\ \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] d y & \\ \quad+\int_{x_{I}}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y & x \in \Omega_{*, 2} \\ \int_{x-\delta}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y & x \in \Omega_{2} .\end{cases}
$$

This split accounts for the different bond interactions that occur among particles within one material, with particles of the same material as well as particles from different materials interacting with one another.

### 3.2 Conservation Laws for a Bimaterial Problem

In this section, the conservation of total momentum and total energies is ensured in this Peridynamics-to-Peridynamics bimaterial framework.

### 3.2.1 Conservation of Momentum

Proposition 3.2.1 (Conservation of Momentum). The momentum associated with a Peridynamics-to-Peridynamics bimaterial framework is conserved when

$$
\begin{equation*}
\int_{0}^{\delta} \int_{x-\delta}^{0} \gamma_{1}[u(y)-u(x)] d y d x+\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x=0 \tag{3.2.1}
\end{equation*}
$$

Proof. We intend to check when the momentum is conserved. We integrate the governing equation, (3.1.2), over the local domain, $\Omega_{l}=(0,1)$, in $x$.

$$
\int_{0}^{1} \rho \ddot{u}(x) d x= \begin{cases}\int_{0}^{x_{I}-\delta} \int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] d y d x & x \in \Omega_{1}  \tag{3.2.2}\\
\int_{x_{I}-\delta}^{x_{I}} \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] d y d x & \\
\quad+\int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y d x & x \in \Omega_{*, 1} \\
\begin{array}{c}
\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] d y d x \\
\\
\quad+\int_{x_{I}}^{x_{I}+\delta} \int_{x_{I}}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x
\end{array} & x \in \Omega_{*, 2} \\
\int_{x_{I}+\delta}^{1} \int_{x-\delta}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x & x \in \Omega_{2}\end{cases}
$$

We first extend our attention to the left-hand side of the equation

$$
\begin{equation*}
\int_{0}^{1} \rho \ddot{u} d x=\frac{\partial}{\partial t} \int_{0}^{1} \rho \frac{\partial u}{\partial t} d x . \tag{3.2.3}
\end{equation*}
$$

Note that $\rho \frac{\partial u}{\partial t}$ represents the momentum of the system and, thus, we wish to
observe when

$$
\frac{\partial}{\partial t} \int_{0}^{1} \rho \frac{\partial u}{\partial t} d x=0
$$

Isolating the equations for $x \in \Omega_{1} \cup \Omega_{*, 1}$ such that only $\gamma_{1}$ is used, we tend to the following

$$
\begin{equation*}
\int_{0}^{x_{I}-\delta} \int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] d y d x+\int_{x_{I}-\delta}^{x_{I}} \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] d y d x \tag{3.2.4}
\end{equation*}
$$

We see that $\gamma_{1}[u(y)-u(x)]$ is an odd function, so when $\left(x \in \Omega_{1} \cup \Omega_{*, 1}\right) \cap(y \in$ $\left.\Omega_{n l} \cup \Omega_{1} \cup \Omega_{*, 1}\right)$, the integral is 0 . However, when $x$ is in $(0, \delta)$, it also interacts with points, $y$, in the nonlocal domain, $\Omega_{n l, 1}=(-\delta, 0)$. Hence, the resulting integral for $x \in \Omega_{1}$ is:

$$
\begin{align*}
\int_{0}^{x_{I}-\delta} \int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] d y d x & +\int_{x_{I}-\delta}^{x_{I}} \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] d y d x  \tag{3.2.5}\\
& =\int_{0}^{\delta} \int_{x-\delta}^{0} \gamma_{1}[u(y)-u(x)] d y d x
\end{align*}
$$

The case for $x \in \Omega_{2} \cup \Omega_{*, 2}$ such that only $\gamma_{2}$ is used, is treated similarly to (3.2.4),

$$
\begin{align*}
\int_{x_{I}}^{x_{I}+\delta} \int_{x_{I}}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x & +\int_{x_{I}+\delta}^{1} \int_{x-\delta}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x  \tag{3.2.6}\\
& =\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x
\end{align*}
$$

Finally, we focus on $x \in \Omega_{*, 1} \cup \Omega_{*, 2}$ so that only $\gamma_{*}$ is used. Recall that $\gamma_{*}$ details the intermaterial interaction.

$$
\begin{equation*}
\int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y d x+\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] d y d x \tag{3.2.7}
\end{equation*}
$$

Focusing on the first integral of (3.2.7), we exchange variables and thus adjust
the bounds of integration accordingly

$$
\begin{align*}
\int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y d x & =\int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{y+\delta} \gamma_{*}[u(x)-u(y)] d x d y \\
= & -\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] d y d x \tag{3.2.8}
\end{align*}
$$

Thus (3.2.7) becomes,

$$
\begin{aligned}
& \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y d x+\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] d y d x \\
&=0
\end{aligned}
$$

Hence, when momentum is conserved and $\frac{\partial}{\partial t} \int_{0}^{1} \rho \frac{\partial u}{\partial t} d x=0$, the resultant becomes

$$
\begin{equation*}
\int_{0}^{\delta} \int_{x-\delta}^{0} \gamma_{1}[u(y)-u(x)] d y d x+\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{2}[u(y)-u(x)] d y d x=0 \tag{3.2.9}
\end{equation*}
$$

### 3.2.2 Conservation of Energy

Proposition 3.2.2 (Conservation of Energy). The total energies associated with a Peridynamics-to-Peridynamics bimaterial framework is conserved when

$$
\begin{align*}
& \int_{0}^{\delta} \int_{x-d}^{0} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& \quad+\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x=0 \tag{3.2.10}
\end{align*}
$$

Proof. We intend to check when the conservation of energy is observed in this scenario. The expected total energies for this bimaterial system in this nonlocal case
is defined as follows:

$$
\begin{align*}
\text { TotalEnergy }:= & \\
& {\left[\int_{0}^{1} \frac{\rho}{2}\left(\frac{\partial u}{\partial t}\right)^{2} d x\right]+\frac{1}{4} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)]^{2} d y d x } \\
& +\frac{1}{4} \int_{x_{I}}^{1} \int_{x_{I}}^{1} \gamma_{2}[u(y)-u(x)]^{2} d y d x  \tag{3.2.11}\\
& +\frac{1}{4} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)]^{2} d y d x \\
& +\frac{1}{4} \int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)]^{2} d y d x
\end{align*}
$$

where $\left[\int_{0}^{1} \frac{\rho}{2}\left(\frac{\partial u}{\partial t}\right)^{2}\right]$ is the kinetic energy contribution and the subsequent terms represent the nonlocal elastic energy contributions to the total energies.

From the equation of motion (3.1.2), we integrate over the local domain, $\Omega_{l}=(0,1)$, in x and multiply by velocity at the reference value x . In order to investigate the conservation of energy, we sum the contributing terms:

$$
\begin{align*}
\int_{0}^{1} \rho \ddot{u}(x) \dot{u}(x) d x= & \int_{0}^{x_{I}-\delta} \int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{x_{I}-\delta}^{x_{I}} \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x  \tag{3.2.12}\\
& +\int_{x_{I}}^{x_{I}+\delta} \int_{x_{I}}^{x+\delta} \gamma_{2}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{x_{I}+\delta}^{1} \int_{x-\delta}^{x+\delta} \gamma_{2}[u(y)-u(x)] \dot{u}(x) d y d x .
\end{align*}
$$

We first extend our attention to the left-hand side of the equation using the chain rule for derivatives

$$
\begin{equation*}
\int_{0}^{1} \rho \ddot{u}(x) \dot{u}(x) d x=\frac{\partial}{\partial t}\left[\int_{0}^{1} \frac{\rho}{2}\left(\frac{\partial u}{\partial t}\right)^{2} d x\right] \tag{3.2.13}
\end{equation*}
$$

and thus obtaining the time derivative of the kinetic energy.
Isolating the equations for $x \in \Omega_{1} \cup \Omega_{*, 1}$ such that only $\gamma_{1}$ is used, we tend to the following

$$
\int_{0}^{x_{I}-\delta} \int_{x-\delta}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x+\int_{x_{I}-\delta}^{x_{I}} \int_{x-\delta}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x .
$$

Similarly to Section 2, we first focus where the bounds of integration for $x, y$ overlap and switch the variables and adjust the bounds of integration accordingly

$$
\begin{align*}
\int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1} & {[u(y)-u(x)] \dot{u}(x) d y d x } \\
= & \frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
= & \frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(x)-u(y)] \dot{u}(y) d x d y  \tag{3.2.14}\\
= & \frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& -\frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)] \dot{u}(y) d y d x \\
=- & \frac{1}{2} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)][\dot{u}(y)-\dot{u}(x)] d y d x \\
= & -\frac{1}{4} \frac{\partial}{\partial t} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)]^{2} d y d x .
\end{align*}
$$

We notice that this is one of the nonlocal elastic energy contributions that contains the $\gamma_{1}$ term.

Where the bounds of integration do not overlap in this region, we are left with a nonlocal boundary term

$$
\begin{equation*}
\int_{0}^{\delta} \int_{x-\delta}^{0} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \tag{3.2.15}
\end{equation*}
$$

We next treat the equations where $x \in \Omega_{2} \cup \Omega_{*, 2}$ that use only nonlocal interaction kernel $\gamma_{2}$ similarly to (3.2.14) when the bounds of integration for $x, y$ overlap,

$$
\begin{align*}
\int_{x_{I}}^{x_{I}+\delta} & \int_{x_{I}}^{x+\delta} \gamma_{2}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{x_{I}+\delta}^{1} \int_{x-\delta}^{x+\delta} \gamma_{2}[u(y)-u(x)] \dot{u}(x) d y d x \\
=- & \frac{1}{4} \frac{\partial}{\partial t} \int_{x_{I}}^{1} \int_{x_{I}}^{1} \gamma_{2}[u(y)-u(x)]^{2} d y d x  \tag{3.2.16}\\
& +\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x .
\end{align*}
$$

Again, where the bounds of integration do not overlap, we are left with the other nonlocal boundary term

$$
\begin{equation*}
\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \tag{3.2.17}
\end{equation*}
$$

We now draw our attention to the remaining part of (3.2.12) on the terms where $x \in \Omega_{*, 1}$ such that $\gamma_{*}$ is utilized

$$
\begin{align*}
& \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x  \tag{3.2.18}\\
+ & \int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x
\end{align*}
$$

Focusing on the first part of (3.2.18), following the work of (3.2.8), we switch the
variables and change the order of integration of the first double integral

$$
\begin{align*}
& \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x \\
& =\frac{1}{2} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x \\
& \quad+\frac{1}{2} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x  \tag{3.2.19}\\
& =\frac{1}{2} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{y+\delta} \gamma_{*}[u(x)-u(y)] \dot{u}(x) d x d y \\
& \quad+\frac{1}{2} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x \\
& =-\frac{1}{4} \frac{\partial}{\partial t} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)]^{2} d y d x .
\end{align*}
$$

Treating the second part of (3.2.18) similarly, we obtain

$$
\begin{align*}
\int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} & \gamma_{*}[u(y)-u(x)] \dot{u}(x) d y d x  \tag{3.2.20}\\
& =-\frac{1}{4} \frac{\partial}{\partial t} \int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)]^{2} d y d x
\end{align*}
$$

Thus, we obtain the following where the time derivative of the total energy for
this nonlocal case are summed,

$$
\begin{align*}
\frac{\partial}{\partial t}[ & \int_{0}^{1} \frac{\rho}{2}\left(\frac{\partial u}{\partial t}\right)^{2} d x \\
& +\frac{1}{4} \int_{0}^{x_{I}} \int_{0}^{x_{I}} \gamma_{1}[u(y)-u(x)]^{2} d y d x \\
& +\frac{1}{4} \int_{x_{I}}^{1} \int_{x_{I}}^{1} \gamma_{2}[u(y)-u(x)]^{2} d y d x \\
& +\frac{1}{4} \int_{x_{I}-\delta}^{x_{I}} \int_{x_{I}}^{x+\delta} \gamma_{*}[u(y)-u(x)]^{2} d y d x  \tag{3.2.21}\\
\quad & \left.+\frac{1}{4} \int_{x_{I}}^{x_{I}+\delta} \int_{x-\delta}^{x_{I}} \gamma_{*}[u(y)-u(x)]^{2} d y d x\right] \\
= & \int_{0}^{\delta} \int_{x-d}^{0} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& +\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x
\end{align*}
$$

Therefore, when energy is conserved the resultant becomes

$$
\begin{align*}
& \int_{0}^{\delta} \int_{x-d}^{0} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x \\
& \quad+\int_{1-\delta}^{1} \int_{1}^{x+\delta} \gamma_{1}[u(y)-u(x)] \dot{u}(x) d y d x=0 \tag{3.2.22}
\end{align*}
$$

Thus, we have shown the conditions when momentum and energy are conserved.

Remark 3.2.1. The key step for conservation laws is to preserve these symmetries at the modeling level, which motivates the formulation of governing equation (3.1.2) over the interfacial region $\Omega_{*, 1}$ and $\Omega_{*, 2}$.

### 3.3 Reflection Coefficient

Inspired by the work in [42], where wave propagation was studied with a PDFEM coupling, we similarly compute the coefficient of reflection from the dispersion relation. One of the main challenges of studying dynamics is spurious arti-
facts. In our case, we focus on the spurious reflection created using the PD-PD scheme and attempt to minimize this for a more accurate use.

### 3.3.1 Dispersion Relation

For the remainder of this chapter, we simplify the domain regions in the following way.

- $x \in \Omega_{1}=\left(0, x_{I}-\delta\right)$, only $\gamma_{1}$ is utilized for intra-material interaction;
- $x \in \Omega_{*}=\left(x_{I}-\delta, x_{I}+\delta\right)$, only $\gamma_{*}$ is utilized for inter-material interaction; and
- $x \in \Omega_{2}=\left(x_{I+\delta, 1}\right)$, only $\gamma_{2}$ is utilized for intra-material interaction.

The main departure from the previous notation is that we simplify the domain, $\Omega_{*}$, to include only the cross-material interaction.

We focus our attention on $x \in \Omega_{1}$. The work for the remaining domains is not shown since they follow similarly. In this region, the linear PD equation of motion is

$$
\begin{equation*}
\rho \ddot{u}=\int_{x-\delta}^{x+\delta} \gamma_{1}[u(y, t)-u(x, t)] d y . \tag{3.3.1}
\end{equation*}
$$

The following wave equation is used for $u$ in this region

$$
u(x, t)=e^{i\left(\omega t-k_{1} x\right)}
$$

where $\omega$ is the angular frequency and $k_{1}$ is the wave number for a wave in this region.

Then we can compute the left-hand side of the equation

$$
\begin{align*}
\rho \ddot{u} & =\rho\left(\frac{\partial^{2}}{\partial t^{2}}\left(e^{i\left(\omega t-k_{1} x\right)}\right)\right)  \tag{3.3.2}\\
& =-\rho \omega^{2} e^{i\left(\omega t-k_{1} x\right)}
\end{align*}
$$

Next, we focus on the right-hand side of (3.3.1) by integrating. Recall that we assume constant $\gamma$ values.

$$
\begin{align*}
\int_{x-\delta}^{x+\delta} \gamma_{1}[u(y, t)-u(x, t)] d y & \left.\left.=\gamma_{1} \int_{x-\delta}^{x+\delta}\left[e^{i\left(\omega t-k_{1} y\right.}\right)-e^{i\left(\omega t-k_{1} x\right.}\right)\right] d y \\
& \left.\left.=\gamma_{1}\left[e^{i\left(\omega t-k_{1} y\right.}\right)\left(\frac{1}{-i k_{1}}\right)-y e^{i\left(\omega t-k_{1} x\right.}\right)\right]_{x-\delta}^{x+\delta} \\
& =\gamma_{1}\left[e^{i\left(\omega t-k_{1} x\right)}\left(e^{-i k_{1} \delta}-e^{i k_{1} d}\right)\left(\frac{-1}{i k_{1}}\right)-2 \delta e^{i\left(\omega t-k_{1} x\right)}\right] . \tag{3.3.3}
\end{align*}
$$

Reconstituting (3.3.1) from (3.3.2) and (3.3.3), we have

$$
\begin{align*}
-\rho \omega^{2} e^{i\left(\omega t-k_{1} x\right)} & =\gamma_{1}\left[e^{i\left(\omega t-k_{1} x\right)}\left(e^{-i k_{1} \delta}-e^{i k_{1} d}\right)\left(\frac{-1}{i k_{1}}\right)-2 \delta e^{i\left(\omega t-k_{1} x\right)}\right]  \tag{3.3.4}\\
-\rho \omega^{2} & =\gamma_{1}\left[\frac{-1}{i k_{1}}\left(e^{-i k_{1} d}-e^{i k_{1} d}\right)-2 \delta\right]
\end{align*}
$$

Finally, using an inverse Euler's formula, $2 i \sin (t)=e^{i t}-e^{-i t}$, we obtain the relation

$$
\begin{align*}
& -\rho \omega^{2}=\gamma_{1}\left[\frac{-1}{i k_{1}}\left(e^{-i k_{1} d}-e^{i k_{1} d}\right)-2 \delta\right] \\
& -\rho \omega^{2}=\gamma_{1}\left[-2 i \sin \left(k_{1} d\right)\left(\frac{-1}{i k_{1}}\right)-2 \delta\right]  \tag{3.3.5}\\
& -\rho \omega^{2}=2 \gamma_{1}\left[\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right]
\end{align*}
$$

Thus, the dispersion relation for each region is given by

$$
-\rho \omega^{2}=\left\{\begin{array}{l}
2 \gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right),  \tag{3.3.6}\\
2 \gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right), \\
2 \gamma_{1}\left(\frac{\sin \left(k_{3} \delta\right)}{k_{3}}-\delta\right), \\
2 \in \Omega_{*}
\end{array}\right.
$$



Figure 3.3: The continuous dispersion relation is compared to the semi-discrete dispersion relation with $\delta=.1$.

Due to the continuity of angular frequency $\omega$, we have that at $x_{I-\delta}$

$$
\begin{equation*}
2 \gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right)=2 \gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right) \tag{3.3.7}
\end{equation*}
$$

Similarly, at $x_{I+\delta}$, we have

$$
\begin{equation*}
2 \gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right)=2 \gamma_{2}\left(\frac{\sin \left(k_{3} \delta\right)}{k_{3}}-\delta\right) \tag{3.3.8}
\end{equation*}
$$

In Fig. 3.3, we plot the continuous dispersion relation with the semi-discrete dispersion relation with $\delta=.1$. The various semi-discrete dispersion relations utilize different spacing values, $d x$. The ratio between the horizon and the grid size is indicative of computational expense and accuracy [57]. Note that for these values, the ratio is $\frac{.1}{.05}=2, \frac{1}{.01}=10$, and $\frac{.1}{.002}=50$. We see that as the ratios grow larger, the closer the semi-discrete dispersion relation becomes to the continuous one; however, the computational demand also grows larger. Thus, as we look to create a numerical scheme that preserves the conservation laws and reduces nu-
merical artifacts, this ratio must be taken into account for the accuracy/efficiency trade-off.

### 3.3.2 Derivation of Reflection Coefficients

We now focus our attention on the derivation of a reflection coefficient at $x_{I}-\delta$. Due to the nonlocality of PD with the horizon term $\delta$, we notice that the intra-material interaction becomes a factor starting at this point. We omit the work for finding the coefficient of reflection at $x_{I}+\delta$ since it closely follows the upcoming work.

We consider a plane wave passing the first interface $x_{*}:=x_{I}-\delta$. Following the formulation presented in [42], we create the wave expression without loss of generality as

$$
u(x, t)=\left\{\begin{array}{l}
e^{i\left(\omega t-k_{1} x\right)}-\beta e^{i\left(\omega t+k_{1} x\right)}, x<x_{I}-\delta  \tag{3.3.9}\\
\alpha e^{i\left(\omega t-k_{2} x\right)}, x>x_{I}-\delta
\end{array}\right.
$$

where the incident amplitude is $1, \beta$ is the reflection coefficient and $\alpha$ is the transmitted coefficient. Ultimately, we seek to estimate $\beta$ for our PD-PD system at $x_{I-\delta}$.

Due to the continuity of the wave at $x_{I}-\delta$, we have the following relation

$$
1-\beta=\alpha
$$

Also, to simplify the calculation and without loss of generality, we assume that $x_{I}=\delta$ and $\rho=1$ and consider the force equation at $x_{*}=x_{I}-\delta=0$.

Focusing on the left side of the PD force equation for a wave as it approaches $x_{I}-\delta$,

$$
\begin{equation*}
\ddot{u}\left(x_{*}, t\right)=\left(-\omega^{2}\right) e^{i(\omega t)} . \tag{3.3.10}
\end{equation*}
$$

Now, focusing on the right side of the PD force equation at $x_{I}-\delta=0$,

$$
\begin{align*}
& \left.\int_{x-\delta}^{x_{I}-\delta} \gamma_{1} u(y)-u(x)\right] d y+\int_{x_{I}-\delta}^{x+\delta} \gamma_{*}[u(y)-u(x)] d y \\
& \quad=\int_{-\delta}^{0} \gamma_{1}[u(y)-u(x)] d y+\int_{0}^{\delta} \gamma_{*}[u(y)-u(x)] d y \tag{3.3.11}
\end{align*}
$$

Then making a substitution in the first equation for $s=x-y$ and in the second equation for $s=x+y$, we obtain the following integral

$$
\begin{align*}
& \int_{-\delta}^{0} \gamma_{1}[u(y)-u(x)] d y+\int_{0}^{\delta} \gamma_{*}[u(y)-u(x)] d y \\
& \quad=\int_{0}^{\delta} \gamma_{1}(u(x-s)-u(x)) d s+\int_{0}^{\delta} \gamma_{*}(u(x+s)-u(x)) d s \tag{3.3.12}
\end{align*}
$$

Inserting the plane wave from (3.3.9), the integral becomes

$$
\begin{align*}
& \int_{0}^{\delta} \gamma_{1}(u(x-s)-u(x)) d s+\int_{0}^{\delta} \gamma_{*}(u(x+s)-u(x)) d s \\
& =\int_{0}^{\delta} \gamma_{1}\left(e^{i\left(\omega t+k_{1} s\right)}-\beta e^{i\left(\omega t-k_{1} s\right)}-(1-\beta) e^{i(\omega t)}\right) d s  \tag{3.3.13}\\
& \quad+\int_{0}^{\delta} \gamma_{*}\left(\alpha e^{i\left(\omega t-k_{2} s\right)}-\alpha e^{i(\omega t)}\right) d s
\end{align*}
$$

Hence, setting (3.3.10) equal to (3.3.13) as in the linearized PD equation of motion and then integrating we obtain,

$$
\begin{align*}
-\omega^{2} & =\int_{0}^{\delta} \gamma_{1}\left(e^{i\left(k_{1} s\right)}-\beta e^{i\left(-k_{1} s\right)}-(1-\beta)\right) d s+\int_{0}^{\delta} \gamma_{*}\left(\alpha e^{i\left(-k_{2} s\right)}-\alpha\right) d s \\
& =\gamma_{1}\left(\frac{1}{i k_{1}}\left(e^{i k_{1} \delta}-1\right)+\frac{\beta}{i k_{1}}\left(e^{-i k_{1} \delta}-1\right)-(1-\beta) \delta\right)+\gamma_{*} \alpha\left(\frac{1}{-i k_{2}}\left(e^{-i k_{2} \delta}\right)-\delta\right) \tag{3.3.14}
\end{align*}
$$

Then, we utilize Euler's formula $e^{i t}=\cos (t)+i \sin (t)$ and simplify

$$
\begin{align*}
-\omega^{2}= & \frac{\gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)+i \sin \left(k_{1} \delta\right)-1\right)+\frac{\beta \gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-i \sin \left(k_{1} \delta\right)-1\right) \\
& -(1-\beta) \gamma_{1} \delta-\frac{\gamma_{*}(1-\beta)}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-i \sin \left(k_{2} \delta\right)-1\right)-\gamma_{*}(1-\beta) \delta \\
= & \frac{\gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)+\frac{\beta \gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)-\frac{\gamma_{*}(1-\beta)}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right) \\
& +\gamma_{1}(1-\beta)\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1} \delta}-\delta\right)+\gamma_{*}(1-\beta)\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2} \delta}-\delta\right) \tag{3.3.15}
\end{align*}
$$

Using the dispersion relation at $x_{I}-\delta$

$$
\begin{align*}
-\omega^{2} & =2 \gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right)=2 \gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right) \\
& =\gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right)+\gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right) \tag{3.3.16}
\end{align*}
$$

Hence, given $k_{1}$, we can set up the following equation for $\beta$ :

$$
\begin{align*}
& \gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right)+\gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right) \\
& \quad=\frac{\gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)+\frac{\beta \gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)-\frac{\gamma_{*}(1-\beta)}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right)  \tag{3.3.17}\\
& \quad+\gamma_{1}(1-\beta)\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1} \delta}-\delta\right)+\gamma_{*}(1-\beta)\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2} \delta}-\delta\right)
\end{align*}
$$

Finally, we can solve for $\beta$ at $x=x_{I}-\delta$, which is

$$
\begin{equation*}
\beta=\frac{\frac{\gamma_{*}}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right)-\frac{\gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)}{-\gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right)-\gamma_{1}\left(\frac{\sin \left(k_{1} \delta\right)}{k_{1}}-\delta\right)+\frac{\gamma_{1}}{i k_{1}}\left(\cos \left(k_{1} \delta\right)-1\right)+\frac{\gamma_{*}}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right)} . \tag{3.3.18}
\end{equation*}
$$

Similarly, we can solve for $\tilde{\beta}$ at $x=x_{I}+\delta$, we have

$$
\begin{equation*}
\tilde{\beta}=\frac{\frac{\gamma_{2}}{i k_{3}}\left(\cos \left(k_{3} \delta\right)-1\right)-\frac{\gamma_{*}}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right)}{-\gamma_{2}\left(\frac{\sin \left(k_{3} \delta\right)}{k_{3}}-\delta\right)-\gamma_{*}\left(\frac{\sin \left(k_{2} \delta\right)}{k_{2}}-\delta\right)+\frac{\gamma_{*}}{i k_{2}}\left(\cos \left(k_{2} \delta\right)-1\right)+\frac{\gamma_{2}}{i k_{3}}\left(\cos \left(k_{3} \delta\right)-1\right)}, \tag{3.3.19}
\end{equation*}
$$

where $k_{2}$ and $k_{3}$ satisfy (3.3.7).


Figure 3.4: Comparison of the PD-PD Reflection at the 1st interface at $x_{I-\delta}$ (Black plots) with the local reflection at that interface and the PD-PD Reflection at the second interface $x_{I+\delta}$ (Blue plots) with the local reflection at that interface

We can see the comparison between the local reflection and the PD-PD reflection as estimated in Fig. 3.4. In this simulation, we use the harmonic average of the interaction kernel of each material to obtain $\gamma_{*}$, that is, $\gamma_{*}=\frac{2}{\frac{1}{\gamma_{1}}+\frac{1}{\gamma_{2}}}$. For both interface locations, $x_{I}-\delta$ and $x_{I}+\delta$, the local and PD-PD reflections are similar and then diverge as the wave number increases.

### 3.4 Optimal Cross-Material Interaction Kernel

In this section, we investigate the optimal cross-material interaction kernel to reduce reflection artifacts due to the nonlocality of this PD-PD scheme. So far,
we have assumed that $\gamma_{*}$ is a function of $\gamma_{1}$ and $\gamma_{2}$. In [51], it is suggested that the cross-material interaction term could be defined as the common mean or the harmonic mean of the interaction term for each material. We explore this idea as well as an minimization of reflection to compare.

First, we define the overall reflection of this system as the magnitude of the maximum reflection between the two interface values of interest, $x_{I}+\delta$ and $x_{I}-\delta$. W Thus, using a step size of . 01 , we find the optimal $\gamma_{*}$ value between $\gamma_{1}$ and $\gamma_{2}$ to reduce reflection. For this simulation we use $K_{1}=1, K_{2}=2$, and $\delta=.1$ such that

$$
\gamma_{1}=\frac{K 1}{\delta^{3}}=\frac{1}{.1^{3}}=1000
$$

and

$$
\gamma_{2}=\frac{K 2}{\delta^{3}}=\frac{4}{.1^{3}}=4000
$$

We also use wavenumbers, $k_{1}$ from 0 to 100 and use the dispersion relation (3.3.6) to find the associated wavenumbers, $k_{2}$ and $k_{3}$.

We find the reflection at both interface values for every value of $\gamma_{*}$ using (3.3.18) and (3.3.19). From this, the overall reflection is found. Finally, for each wavenumber $k_{1}$ we find the $\gamma_{*}$ value that minimizes reflection. The result of this work can be found in Fig. 3.5. We can use this figure to compare these optimal values with the two suggested mean values for $g a m m a_{*}$. We can see that the harmonic mean performs better than the common mean.

### 3.5 Conclusion

In this chapter, we create the equation of motion for a bimaterial system in one dimension, introducing a cross-material interaction term. We were able to show the conditions under which energy and momentum were conserved. We were also able to find an optimal cross-material interaction term for each wave number as a function of the interaction terms for each material. We have shown numerically


Figure 3.5: The cost function value of the optimal interaction kernel, $\gamma_{*}$, value found for each wave number $k_{1}$ that minimizes the nonlocal reflection against using the harmonic mean or common mean from the two material kernel values. The overall reflection was obtained by taking the maximum of the reflection coefficients at both interface values.


Figure 3.6: The value of the optimal cross-material property $C_{*}$, for $\gamma_{*}=\frac{C_{*}}{\delta^{3}}$, value found for each wave number $k_{1}$ that minimizes the nonlocal reflection. This is modeled against the values for the the interaction kernel values for each elasticity constant for the different materials and the harmonic mean and common mean values for comparison.
how this cross-material interaction term looks compared to the interaction term of each material, as well as the common mean and harmonic mean of each material's interaction term. The harmonic mean performs better than the common mean and would be suggested over the common mean.

## CHAPTER 4: Future Work

Future work that extends from the Atomistic-to-Continuum chapter and the Peridynamics chapter will be discussed. I discuss more potential work for PD than for AtC as a result of my own interest in the applications of PD.

- Extension of Blended Force-Based AtC Coupling to Two Dimensions In the future, the extension of this scheme to two-dimensional atomistic-tocontinuum coupling with a triangular crystal lattice with respect to the neighbors will be pursued. There are many types of defects that can occur in twodimensional settings that are not exhibited in one-dimensional settings, such as impurities, vacancies, dislocations, and cracks, and there are still many open problems in two-dimensional problems for AtC coupling, including consistency and stability for many schemes [22]. The added difficulty with this extension is due to, but not limited to, the increased amount of neighbors, even if just looking at nearest and next-nearest neighbors because of the shape of the lattice. The increase in neighbors in this manner will add to the complexity of the numerical analysis, in addition to the efficiency of the computational scheme.
- More Physically Relevant Values for the Bimaterial PD-PD Scheme The work presented in this dissertation lays the foundation for further exploration of the dynamics of a one-dimensional PD-PD bimaterial system. The numerical analysis presented in this work will help design a structure-preserving numerical scheme that reduces numerical artifacts arising from interface reflections and preserves the conservation laws of this system. To further ad-
vance this research, several avenues can be pursued to enhance the physical validity of the system.

Horizon: One key extension involves considering different horizon values for the two materials, as opposed to the single horizon assumed between the two materials used in the current work. The choice in horizon value affects the complexity of the model and the nonlocal interaction kernels as they are currently defined in this work. Investigating the effects of dual horizons on the properties of the PD-PD system, such as energy flux and wave reflection, could provide valuable insight into the behavior of such systems in real-world scenarios.

Additionally, the function form and the size of the interface region over the material interface in terms of the interaction kernel function in the discrete setting warrant further investigation. Specifically, analyzing the stability of the numerical scheme in terms of the horizon size, similar to the stability analysis conducted for the blending size in the Atomistic-to-Continuum project in Chapter 2, could elucidate optimal parameter choices for the model.

## Nonlocal Cross-Material Interaction Kernel:

Another important aspect to explore is the interaction kernel function itself. Although the current work employs a constant function for simplicity, using an interaction kernel that varies with the bond length between points or as a summation of basis functions could better reflect real-world conditions. Conducting dynamical stability analysis with respect to the smoothness of the kernel function could provide valuable insights into its influence on wave dispersion and the coefficient of reflection.

A similar extension of the interaction kernel function would be to utilize the ideas behind the smooth blending in Chapter 2 to the interface region (where
$\gamma_{*}$ is employed). A smooth transition between the two materials could offer benefits over the sharp interface, as proposed in Chapter 3.

In summary, future work should focus on refining the numerical scheme to account for dual horizons, investigating the impact of the interaction kernel on system properties, and exploring more realistic forms of the interaction kernel function to enhance the physical relevance of the bimaterial PD-PD model.

## - Extension of Bi-Material PD-PD Scheme to Two Dimensions

Another next step in this research is to extend the bimaterial PD-PD scheme to two dimensions. However, this extension poses several challenges that need to be addressed.

Firstly, the analysis becomes more complex because of the consideration of wave vectors and spatial vectors in two dimensions. This complexity adds difficulty to the analysis of conservation properties and introduces challenges in quantifying wave reflection.

Moreover, the shape of the interface, the shape of the wave, and the direction of wave propagation in two dimensions further complicate the modeling process. These factors must be carefully considered to ensure the accuracy and reliability of the numerical scheme.

We must also take into account how the size of the horizon affects the computational efficiency of a created scheme, especially as we move to two dimensions.

The ultimate goal of this extension is to develop a numerical scheme for modeling the discretized two-dimensional PD-PD system that minimizes numerical artifacts, similar to the one-dimensional case. This scheme will be verified through extensive numerical simulations, which will provide validation
of the two-dimensional model and its applicability to real-world scenarios.
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## APPENDIX A: A More Rigorous Proof for Proposition 2.2.2, A Consistency Analysis of Force

Proof. Comparing $F^{c, l i n}$ and $F^{a, l i n}$, we have the following

$$
F_{\ell,}^{c, l i n}(u)-F_{\ell,}^{a, l i n}(u)=-\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(k^{2} u_{\ell}^{\prime \prime}\right)+\sum_{\substack{k=-N \\ k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) .
$$

Let $N \in \mathbb{N}$ be fixed. For any $k=-N, \ldots, N$ and $k \neq 0$, we apply the Taylor expansion to $\widetilde{u}_{\ell+k}=u_{\ell+k}$ and $\widetilde{u}_{\ell-k}=u_{\ell-k}$ around $\ell$. We compare the differencing notation used to define the discrete displacement field with choosing a smooth spline interpolation. We proceed by defining $\widetilde{u}_{x}$ as this smooth interpolation of the discrete displacement field $u$ in order to compute this approximation.

$$
\begin{aligned}
& u_{\ell+k}=u_{\ell}+k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}+\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x}+O\left(a^{4}\right), \\
& u_{\ell-k}=u_{\ell}-k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}-\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x}+O\left(a^{4}\right) .
\end{aligned}
$$

Thus, for all $k$,

$$
\begin{align*}
u_{\ell+k}-2 u_{\ell}+u_{\ell-k} & =u_{\ell}+k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}+\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x}+O\left(a^{4}\right)-2 u_{\ell} \\
& +u_{\ell}-k a \widetilde{u}_{x}+\frac{1}{2}(k a)^{2} \widetilde{u}_{x x}-\frac{1}{6}(k a)^{3} \widetilde{u}_{x x x}+O\left(a^{4}\right)  \tag{A.0.1}\\
& =(k a)^{2} \widetilde{u}_{x x}+O\left(a^{4}\right)
\end{align*}
$$

Utilizing (A.0.1) for the atomistic and continuous force equations, the consistency
analysis yields:

$$
\begin{aligned}
F_{\ell,}^{c, l i n}(u) & -F_{\ell,}^{a, l i n}(u) \\
= & -\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(k^{2} u_{\ell}^{\prime \prime}\right)+\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) \\
= & -\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} k^{2} \phi_{x x}(k)\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right) \\
& +\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} \phi_{x x}(k)\left(\frac{u_{\ell+k}-2 u_{\ell}+u_{\ell-k}}{a^{2}}\right) \\
= & -\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} k^{2} \phi_{x x}(k) \frac{a^{2} \widetilde{u}_{x x}+O\left(a^{4}\right)}{a^{2}}+\sum_{k=-N}^{N} \frac{1}{2} k^{2} \phi_{x x}(k) \frac{(k a)^{2} \widetilde{u}_{x x}+O\left(a^{4}\right)}{a^{2}} \\
= & -\sum_{\substack{k=-N, k \neq 0}}^{N} \frac{1}{2} k^{2} \phi_{x x}(k) \widetilde{u}_{x x}+\sum_{\substack{k=-N \\
k \neq 0}}^{N} \frac{1}{2} k^{2} \phi_{x x}(k) \widetilde{u}_{x x}+O\left(a^{2}\right) \\
= & O\left(a^{2}\right) .
\end{aligned}
$$

Thus, the consistency error between the linearized atomistic force equation and the continuum force equation is $O\left(a^{2}\right)$.

APPENDIX B: Analysis in the continuous setting

Before finding the nearest-neighbor and the next-nearest-neighbor interaction for the discrete case, the continuous case was observed. The continuous case was meant to shed light on the nature of the discrete case as it would be easier to find.

From (2.2.17) we look at the next-nearest neighbor interaction. Also, we will approximate $\frac{\beta_{\ell+k}+2 \beta_{\ell}+\beta_{\ell-k}}{4} \approx \beta\left(x_{\ell}\right)$. Thus, (2.2.17) becomes for the force-based operator:

$$
\begin{aligned}
F_{\ell,}^{b q c f, l i n} & =\left(\frac{\beta_{\ell-1}+2 \beta_{\ell}+\beta_{\ell+1}}{4}\right) \phi_{x x}(1)\left(\frac{u_{\ell+1}-2 u_{\ell}+u_{\ell-1}}{a^{2}}\right) \\
& +\left(1-\frac{\beta_{\ell-1}+2 \beta_{\ell}+\beta_{\ell+1}}{4}\right) \phi_{x x}(1) u_{\ell}^{\prime \prime} \\
& +\left(\frac{\beta_{\ell-2}+2 \beta_{\ell}+\beta_{\ell+2}}{4}\right) \phi_{x x}(2)\left(\frac{u_{\ell+2}-2 u_{\ell}+u_{\ell-2}}{a^{2}}\right) \\
& +\left(1-\frac{\beta_{\ell-2}+2 \beta_{\ell}+\beta_{\ell+2}}{4}\right) \phi_{x x}(2) 4 u_{\ell}^{\prime \prime} \\
& \approx \beta\left(x_{\ell}\right)\left(\phi_{x x}(1) u_{\ell}^{\prime \prime}+\phi_{x x}(2)\left(\frac{u_{\ell+2}-2 u_{\ell}+u_{\ell-2}}{a^{2}}\right)\right) \\
& +\left(1-\beta\left(x_{\ell}\right)\right)\left(\phi_{x x}(1) u_{\ell}^{\prime \prime}+4 \phi_{x x}(2) u_{\ell}^{\prime \prime}\right)
\end{aligned}
$$

Using a Taylor approximation on $u_{\ell+2}$ and $u_{\ell-2}$, the next-nearest neighbor operator becomes

$$
\begin{equation*}
F_{\ell,}^{b q c f, l i n}=\phi_{x x}(1) u_{\ell}^{\prime \prime}+\beta\left(x_{\ell}\right) \phi_{x x}(2)\left(4 u_{\ell}^{\prime \prime}+\frac{4}{3} u_{\ell}^{(4)} a^{2}\right)+\left(1-\beta\left(x_{\ell}\right)\right) 4 \phi_{x x}(2) u_{\ell}^{\prime \prime} \tag{B.0.1}
\end{equation*}
$$

Since the nearest neighbor interaction is not difficult to find, we drop it from the continuous case to find the approximation for the next-nearest neighbor as well as utilize the fact that $\phi$ is a Lennard-Jones type potential. Also, we denote $\beta\left(x_{\ell}\right)$ by $\beta$ when there is no ambiguity. Therefore, the continuous next-nearest operator
becomes

$$
\begin{align*}
F u_{x} & =\beta\left(-u_{x x}+a^{2} A u_{x x x x}\right)+(1-\beta)\left(-u_{x x}\right)  \tag{B.0.2}\\
& =\beta a^{2} A u_{x x x x}-u_{x x}
\end{align*}
$$

where $A=\frac{4}{3}$.

Lemma B.0.1. For any displacements $u=\left(u_{\ell}\right)_{\ell \in \mathbb{Z}}$ from $y_{\ell}$, the nearest neighbor and the next-nearest neighbor interaction operator can be written in the form

$$
\begin{align*}
& <F_{, 1}^{b q c f, l i n}, u>=\left\|u_{x}\right\|^{2} \\
& <F_{, 2}^{b q c f, l i n}, u>=4\left\|u_{x}\right\|^{2}+a^{2} 16 A\left\|\sqrt{\beta} u_{x x}\right\|^{2}+R+S . \tag{B.0.3}
\end{align*}
$$

where $R$ and $S$ are given by:

$$
\begin{equation*}
R=-a^{2} A \int \beta_{x x}\left(u_{x}\right)^{2} d x, \quad S=a^{2} A \int \beta_{x x}\left(u_{x x} u\right) d x \tag{B.0.4}
\end{equation*}
$$

Proof. Since the proof of the first identity of Lemma B.0.1 is straightforward and utilizes the same properties, the proof for the second-neighbor interaction operator will be given. The main tool used is integration by parts based on the periodic boundary conditions.

$$
\begin{aligned}
<F_{, 2}^{b q c f} u, u> & =\int\left(\beta a^{2} B u_{x x x x}-u_{x x}\right) u d x \\
& =\int-u_{x x} u d x+\int \beta a^{2} A u_{x x x x} u d x \\
& =\int\left(u_{x}\right)^{2} d x+a^{2} A \int \beta u u_{x x x x} d x \\
& =\left\|u_{x}\right\|^{2}-a^{2} A \int(\beta u)_{x} u_{x x x} d x \\
& =\left\|u_{x}\right\|^{2}+a^{2} A\left\|\sqrt{\beta} u_{x x}\right\|^{2}+a^{2} A \int \beta_{x}\left(u_{x}\right)_{x}^{2} d x-a^{2} A \int \beta_{x}\left(u u_{x x}\right)_{x} d x
\end{aligned}
$$

$$
\begin{align*}
<F_{, 2}^{b q c f} u, u> & =\left\|u_{x}\right\|^{2}+a^{2} A\left\|\sqrt{\beta} u_{x x}\right\|^{2}-a^{2} A \int \beta_{x x}\left(u_{x}\right)^{2} d x+a^{2} A \int \beta_{x x}\left(u_{x x} u\right) d x \\
& =\left\|u_{x}\right\|^{2}+a^{2} A\left\|\sqrt{\beta} u_{x x}\right\|^{2}+R+S \tag{B.0.5}
\end{align*}
$$

Using the continuous analysis as a road map, we thus derive the discrete analysis in Section 3.

